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Introduction

When implementing Microsoft SQL Server, there are four basic tenets: availability,
performance, manageability, and security. All four are linked, and one can affect the
other. SQL Server has included availability features for quite some time, and one of
those is the ability to create a failover cluster. Microsoft has made a serious
commitment to database availability with SQL Server 2005, emphasized by the
introduction of the SQL Server Always On Technologies program. Failover clustering is
one of these technologies. Failover clustering is a mature availability option that has
been a part of SQL Server since version 6.5; it was greatly enhanced with SQL Server
2000, and SQL Server 2005 continues that tradition.

This white paper complements the existing documentation about planning,
implementing, and administering a failover cluster in SQL Server 2005 Books Online
and provides many links to existing content. This white paper also points out
differences between the failover clustering implementation of SQL Server 2005 and that
of SQL Server 2000.

This paper is intended for a technical audience.

Enhancements in SQL Server 2005 Failover
Clustering

The implementation of failover clustering in SQL Server 2005 includes many new
features and enhancements:

e SQL Server 2005 Analysis Services can now be clustered.

e Both SQL Server 2000 and SQL Server 2005 can be installed in failover clustering
configurations side-by-side on the same Microsoft Windows server cluster.

e SQL Server 2005 Standard Edition now supports failover clustering.

e Depending on your available resources (such as disk) and edition of SQL Server
2005, up to 25 clustered instances of SQL Server 2005 can be deployed in a cluster.

e Disk mount points are fully supported with failover clustering in SQL Server 2005.

¢ Windows on Windows (WOW) mode of 64-bit Windows Server® 2003 (x64) is
supported for deploying 32-bit failover clusters.

e E-mail support in a clustered configuration is now possible via the new Database
Mail feature of SQL Server 2005, which replaces the older SQL Mail.

e The SQL Server connectivity layer now depends on the new SQL Native Client, and
not upon a specific version of Microsoft Data Access Components (MDAC).

e The SQL Server cluster resource DLL runs in its own resource monitor instead of
sharing a default resource monitor for all instances.

e The installation process for a failover cluster can now be carried out unattended and
fully scripted.

e Microsoft Virtual Server is supported for use with failover clustering.
¢ New dynamic management views (DMVs) are available for failover clustering.

e A failover clustering instance can be renamed without having to uninstall and
reinstall SQL Server.

Microsoft Corporation ©2006
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Each installation of SQL Server 2005 in a clustered configuration now has its own
full-text resource.

The Service Master Key and Database Master Keys are distributed automatically
across nodes.

Enhanced debugging abilities have been built in for Microsoft Customer Service and
Support.

Failover Clustering Basics

SQL Server 2005 failover clustering is built upon an already established Windows
failover cluster. There are three main types of clusters in a Windows environment:

Failover cluster

A failover cluster can consist of up to as many as eight servers to maintain client
access to applications and server resources during unplanned outages due to
hardware failures, natural and man-made disasters, software failure, and so on, to
provide high availability, scalability, and manageability for resources and
applications. When a server, resource, or cluster-aware application within the
cluster becomes unavailable, the resources associated with that clustered
application (such as SQL Server) are transferred to a server that is available.

A failover cluster comprises one or more nodes, or servers, with a set of shared
cluster disks specifically configured for use with the cluster. Applications such as
SQL Server are coded to be cluster-aware as a resource DLL, and installed into
Windows failover cluster group, known as a resource group. The resource group
contains the specific related cluster resources for a given application. At any given
time, each resource group and its resources can only be owned by a single node in
the cluster. The application service has a failover clustered instance name that is
independent of the node names, and for that reason is referred to as a "failover
clustered instance.” An application can connect to the failover instance by
referencing the instance name, without having to know which node hosts the
failover instance.

Windows Server 2003 has two types of cluster quorum models: the traditional
shared quorum failover cluster, which uses a shared disk to hold the cluster state,
and the local quorum or Majority Node Set (MNS) cluster, which uses a local disk on
each node to hold the cluster state. SQL Server 2005 supports both cluster quorum
models.

Important: Before the release of SQL Server 2005, a failover cluster was only a
SQL Server-specific term. At the Windows level, a cluster for availability was
known as a server cluster (or MSCS). Going forward, availability clustering at the
Windows level will also be known as a failover cluster.

Network Load Balancing cluster

A Network Load Balancing cluster provides high availability and scalability for
TCP/IP-based services, including Web servers, FTP servers, other mission-critical
servers, and COM+ applications. In a Network Load Balancing configuration,
multiple servers run independently, and do not share any resources. Client requests
are distributed among the servers, and in the event of a server failure, a Network
Load Balancing cluster detects the problem and distributes the load to another
server. SQL Server 2005 failover clustering is not a load balanced solution, and is
not installed or configured using Network Load Balancing. A SQL Server 2005
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failover clustering installation can be part of an overall architecture in which a Web
farm using a Network Load Balancing cluster connects to a failover cluster. If you
employ a Network Load Balancing cluster due to an application requirement, you
need to consider Network Load Balancing during the application planning and
configuration stage. SQL Server failover clustering is not built on top of a Network
Load Balancing cluster, and this type of cluster cannot be built on the same
hardware as a server cluster.

e Windows Compute Cluster Server 2003

Windows Compute Cluster Server 2003 is a new edition of Windows which is
optimized for high performance computing. SQL Server does not currently work with
this edition of Windows, and it is fully unsupported to configure Windows Compute
Cluster Server 2003 on the same hardware as failover clustering.

The failover clustering instance is the same as an SQL Server instance. The previous
terminology was known as a "virtual server,” but the has been changed to avoid
confusion with the Microsoft Virtual Server product.

As noted above, a Windows failover cluster has one or more nodes configured with
specific resources in resource groups. When a SQL Server failover clustering instance is
installed on a Windows failover cluster, all of its resources are contained within one of
those groups on the cluster that is not shared with anything else, such as the quorum
or Microsoft Distributed Transaction Coordinator (MS DTC). From a strict definition, a
SQL Server failover clustering instance consists of these resources:

e A combination of one or more cluster disks.
e A network name (the failover clustering instance name).
e One or more IP address cluster resources.

The name of the SQL Server is defined by the network name cluster resource, and that
name will be used by applications and end users to connect to the failover instance;
together these resources represent a logical Windows Server on the network, while
running across one or more real Windows Server computers. A failover instance of SQL
Server is an item that is created during SQL Server setup; it is not provided by
Windows Server.

A given cluster can contain many instances of SQL Server, each in its own cluster
group. Each cluster group can contain at most one instance of SQL Server. The SQL
Server failover instance will then be installed into the cluster group selected during SQL
Server setup.

If the administrator uninstalls the instance of SQL Server 2005 from within a failover
instance, the failover instance, including all IP addresses and the network name, is
removed from the failover cluster group as well.

How Failover Clustering Works

The clustered nodes use a "heartbeat" signal to check whether each node is alive, at
both the operating system level and the SQL Server level. At the operating system
level, the nodes in the cluster are in constant communication, validating the health of
all the nodes.

After installing a SQL Server failover cluster, the node hosting the SQL Server resource
uses the Service Control Manager to check every 5 seconds whether the SQL Server
service appears to be running. This "LooksAlive" check does not impact the
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performance of the system, but also does not do a thorough check; the check will
succeed if the service appears to be running even though it might not be operational.
Because the LooksAlive check does not do a thorough check, a deeper check must be
done periodically; this "IsAlive" check runs every 60 seconds.

The IsAlive check runs a SELECT @@SERVERNAME Transact-SQL query against SQL
Server to determine whether the server can respond to requests. Although a reply to
the IsAlive query confirms that the SQL Server service is available for requests, it does
not guarantee that all user databases are available, or that the user databases are
operating within necessary performance/response-time requirements.

If the IsAlive query fails, the IsAlive health check is retried five times and then it
attempts to reconnect to the instance of SQL Server. If all five retries fail, the SQL
Server resource fails. Depending on the failover threshold configuration of the SQL
Server resource, the failover cluster will attempt to either restart the resource on the
same node or it will fail over to another available node. The IsAlive query tolerates a
few errors, but ultimately it fails if its threshold is exceeded.

During failover of the SQL Server instance, SQL Server resources start up on the new
node. Windows clustering starts the SQL Server service for that instance on the new
node and SQL Server goes through the recovery process to start the databases. After
the service is started and the master database is online, the SQL Server resource is
considered to be up. Now the user databases will go through the normal recovery
process, which means that any completed transactions in the transaction log are rolled
forward (the Redo phase), and any incomplete transactions are rolled back (the Undo
phase). In SQL Server 2005 Enterprise Edition, each user database will be available to
the user once the Redo phase completes; for the other editions, as with all previous
versions, each user database is unavailable until the Undo phase completes. The length
of the recovery process depends on how much activity must be rolled forward or rolled
back upon startup. The ‘recovery interval® sp_configure option of the server can be
set to a low number to avoid longer Redo recovery times and to speed up the failover
process. The Undo recovery time can be reduced by using shorter transactions so that
any uncommitted transactions do not have much to roll back.

Client Connections and Failover Clustering

End users and applications access a failover cluster with the SQL Server Network Name
or IP address of the SQL Server failover cluster instance. The cluster name, the cluster
IP address, and even the individual node names are not used by the connections. It
does not matter to the client or application which node owns the resources because
connecting to the instance appears as a normal instance of SQL Server.

During failover, any active connections are broken. For Web browser users, a simple
refresh of the Web page should create a new database connection. In a more traditional
client/server application, or one that relies heavily on a middle tier, application
designers may want to consider checking to see whether the connection exists, and if
not, reconnect. In any event, whatever the user was working on when the server went
offline will likely not be completed/committed.

For more information, see Knowledge Base article 273673: Virtual Server Client
Connections Must be Controlled by Clients.
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Planning for Installation

Before running Setup to install SQL Server 2005, there are a few things that must be
thought about, planned, and configured.

SQL Server and Windows Versions Supported

SQL Server 2005 can be installed only on Windows 2000 Server with Service Pack 4, or
on an appropriate Windows Server 2003 with Service Pack 1 (or later) applied.

Important: The initial version (RTM) of Windows Server 2003 is not supported for
SQL Server 2005, so you must plan on upgrading to Windows Server 2003 Service
Pack 1 or later before attempting to install SQL Server 2005.

SQL Server failover clustering requires a Windows edition that supports clustering.
These editions are Windows Server 2003 Enterprise Edition or Datacenter Edition, and
Windows 2000 Advanced Server or Datacenter.

SQL Server 2005 failover clustering is only available in Enterprise Edition, Standard
Edition, and Developer Edition including the evaluation editions of SQL Server 2005.
Support for failover clustering in Standard Edition is new in SQL Server 2005, and only
two-node failover cluster instances are allowed using that version of SQL Server, even
though the cluster itself might have more nodes. Developer Edition cannot be deployed
in production due to licensing restrictions, but has the same functionality as Enterprise
Edition and can be deployed in development and test environments.

An excellent resource for all supported features and limits for SQL Server 2005 is
Features Supported by the Editions of SQL Server 2005.

You can install SQL Server 2005 failover clustering on an existing Windows failover
cluster that has deployed one or more clustered instances of SQL Server 2000 if the
cluster itself meets the minimum supportability requirements for SQL Server 2005 and
you have enough capacity on your hardware to run more instances of SQL Server. The
planning is akin to the preparation that you did when placing multiple SQL Server 2000
instances on the cluster — you must have at least one free dedicated and named disk
available per instance, as well as a reserved and dedicated IP address and unique name
for the instance in the domain. In a SQL Server 2005 side-by-side installation, SQL
Server 2000 tools continue to manage SQL Server 2000, but all connectivity now is
replaced by SQL Server Native Client. One benefit to a side-by-side install is that it
creates a fallback plan in the event that something happens during the migration to
SQL Server 2005.

Because there can only be one default instance on a stand-alone server or in a cluster,
if one SQL Server instance is already configured as a default instance, whether local to
a node or as a failover cluster instance, all instances of SQL Server 2005 must be
deployed as named instances.

After installing SQL Server 2005, SQL Server 2000 Service Manager displays the node
name instead of the virtual SQL Server 2005 server name. It does so because Service
Manager was not coded to handle SQL Server 2005, and SQL Server 2005 does not
include Service Manager. See Figure 1 for an example of SQL Server Service Manager
and how a SQL Server 2005 clustered instance can be displayed. SQL Server Service
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Manager has been replaced with SQL Server Configuration Manager in SQL Server
2005, and using it is described in the section “Starting, Stopping, and Pausing
Services,” later in this paper.

H S SOL Server Service Mana =01 x|

SErver:

CLUMNODE1YSOL2KEINST
SOLZERVSNSHLZEEINGT
SHL2KWS

TTETTE=TT SETVICE =

_PI Start/Cantinue
%) ll Pauze
]

Services:

Stop

[ futo-start service when 05 starts

Rurning - \WCLUMODE1YSOL2KEINGT - MSSALServer

Figure 1. SQL Server 2000 Service Manager displays the SQL Server 2005 node
name instead of the virtual SQL Server 2005 server name

Best Practice: Microsoft recommends upgrading to SQL Server 2000 Service Pack
4 on all SQL Server 2000 instances that will share a cluster with SQL Server 2005
instances before installing SQL Server 2005 in a side-by-side configuration. This will
ensure that your SQL Server 2000 instances will be at the latest revision before
placing any version of SQL Server 2005 on the same hardware. Upgrading to SQL
Server 2000 Service Pack 4 is a prerequisite for any instance that will eventually be
upgraded to SQL Server 2005.

With SQL Server 2005, you can create a 32-bit failover cluster under the 64-bit version
of Windows by using Windows on Windows (WOW). Nonetheless, Microsoft recommends
that the version of SQL Server should match the version of your operating system. If
you plan on deploying on a 64-bit version of Windows, you should use a 64-bit version
of SQL Server if possible.

Important: WOW mode is supported only on the x64 platform, not the Itanium
1A64.

The side-by-side installation of the following tools and services on a 64-bit computer is
not supported:

e 32-bit SQL Server management tools
e SQL Server Integration Services (SSIS)
e SQL Server Notification Services

For more information, see Knowledge Base article 906892: You may experience slow
performance when you run 32-bit SQL Server tools on 64-bit operating systems.
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Reporting Services, Notification Services, and
Integration Services in a Failover Cluster

SQL Server 2005 Reporting Services, Notification Services, and Integration Services are
not cluster-aware; they are always installed as stand-alone components, but can use a
clustered SQL Server database.

Despite not being a cluster-aware application like Analysis Services or SQL Server itself,
there is a way to install Integration Services in a failover cluster. Consult the article,
How to: Configure Integration Services on a Cluster, which describes the process.
Clustering Integration Services can provide better availability, but you may want to
investigate other methods of making Integration Services available as this method may
not meet your needs.

Analysis Services in a Failover Cluster

The ability to cluster Analysis Services is a new feature in SQL Server 2005. Before SQL
Server 2005, the only way to make Analysis Services more available was to either
configure it as read-only in a Network Load Balancing cluster, or create it as part of a
standard Windows server cluster as a generic resource. Now, the ability to cluster
Analysis Services is integrated into the core of the product, and it is part of the
standard install just like the Database Engine has been since version 6.5.

Setup is flexible to suit your availability needs. You can cluster the SQL Server 2005
Database Engine, Analysis Services, or both. If both are clustered, SQL Server and
Analysis Services can share the same cluster group, or they can be installed to the
same cluster but in their own individual cluster groups in the same Windows server
cluster, with each having its own name, IP address, and disk resources. Plan a clustered
Analysis Services as if the Database Engine was not in the picture to ensure that you
take into account all aspects of an Analysis Services implementation, including
performance aspects specific to a deployment of Analysis Services.

If you cluster just the SQL Server Database Engine, you can cluster Analysis Services at
a different time (and vice versa) and still add it to the same cluster group with SQL
Server 2005 if you want. You do not have to add Analysis Services from the start; this
allows you to expand your capabilities as your needs for various features within SQL
Server change over time.

Best Practice: Microsoft recommends placing all Analysis Services clustered
installations in a single group with its own disk and IP resources. If you place
Analysis Services and the Database Engine in the same cluster group, they will
affect one another in the event of a problem, and cause both to fail over, whereas if
they are kept separate, they will not.

Failover Clustering and Microsoft Virtual
Server

Deploying a SQL Server 2005 failover cluster under Microsoft Virtual Server is fully
supported; however Microsoft Virtual PC is not supported for production use. With
Microsoft Virtual Server 2005 R2, a 64-bit (x64) host operating system is supported,
but only 32-bit (x86) versions of Windows are supported under Virtual Server 2005 as a
guest operating system.. For the latest information, consult the relevant Knowledge
Base articles and documentation for supportability when you deploy SQL Server 2005.
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To see how to deploy a clustered Microsoft Virtual Server, consult the TechNet article,
Using Microsoft Virtual Server 2005 to Create and Configure a Two-Node Microsoft
Windows Server 2003 Cluster. There is also a TechNet webcast that describes clustering
SQL Server 2005 on Microsoft Virtual Server. The information is found in Knowledge
Base article 891798: How to cluster Microsoft SQL Server 2005 by using Microsoft
Virtual Server.

All limitations of the Virtual Server platform apply to installations, including the limit of
only one shared disk per SCSI bus. This means that the quorum and all SQL Server
data/log files will be installed on the same disk if there is only a single SCSI bus, which
is not an optimal configuration. It is always better to deploy clustering on real
hardware.

Microsoft currently supports no virtualization products other than Microsoft’s own Virtual
Server for a production deployment of SQL Server 2005 failover clustering. Should you
deploy using another virtualization product, consult your virtualization vendor for issues
or problems that may occur by virtualizing a Windows-based cluster with their software.
Consult Knowledge Base article 897615: Support policy for Microsoft software running
in non-Microsoft hardware virtualization software.

Important: Whether clustered or not, running SQL Server under Virtual Server
means that you must take several performance considerations into account such as
the individual performance needs of a particular SQL Server instance (memory,
CPU, disk), and adding the appropriate overhead associated with implementing
using Virtual Server. Microsoft recommends implementing SQL Server 2005 in a
production environment on real hardware, not on a virtual machine.

Supported Hardware

All SQL Server failover clusters must be deployed on fully supported, Microsoft-certified
cluster solutions, even down to specific drivers for things such as host bus adapter
(HBA) cards, which allow you to connect to a shared disk subsystem. This means that
the underlying Windows server clusters must be listed in the Windows Server Catalog
under the Cluster Solutions category. For more information, see the Windows Server
Catalog Cluster Solutions website.

The hardware for the cluster itself must be a solution listed in the Windows Catalog
Hardware Compatibility List, or for Windows 20000 Datacenter, the Windows 2000
Server Resources page. Links to both lists can be found at the Windows Server Catalog
website.

The listed solutions include a great amount of detail. These details are crucial, as the
solution you implement cannot deviate in some cases from what is listed. Under any
circumstances, do not configure the cluster with the latest drivers unless the
manufacturer has documented it as certified for use in a cluster. Most manufacturers
who provide hardware as part of a clustered solution maintain a document that lists
which versions, cards, and so forth, that are approved for use in a Windows clustered
environment. Work with your preferred vendors to ensure that the implementation is
done properly.

For full details, see the Knowledge Base article 309395, The Microsoft support policy for
server clusters, the Hardware Compatibility List, and the Windows Server Catalog. Also
see Knowledge Base article 327518: INF: The Microsoft Support Policy for a SQL Server
Failover Cluster, as well as Hardware and Software Requirements for Installing SQL
Server 2005.

Microsoft Corporation ©2006



Failover Clustering for SQL Server 2005 and SQL Server 2005 Analysis Services 9

Number of Nodes

SQL Server 2005 failover clustering supports different numbers of total nodes
depending on the version of SQL Server and the version of the operating system. The
following table lists the number of nodes supported by the various editions and
operating systems. SQL Server 2000 is listed for comparison purposes only. For the
latest number of supported nodes, consult Knowledge Base article 288778: Maximum
number of supported nodes in a cluster.

Table 1. Nodes supported on a SQL Server 2005 failover cluster for a given
edition of SQL Server and Windows.

SQL Server 2000 SQL Server 2005 SQL Server 2005
Enterprise Edition Standard Edition Enterprise Edition
Windows 2000 2 2 2
Advanced Server
(with SP4)
Windows 2000 4 2* 4
Datacenter Server
(with SP4)
Windows Server 4 2* 8
2003 Enterprise
Edition
Windows Server 4 (32-bit), 2* 8
2003 Datacenter 8 (64-bit)
Edition

*Although you can have up to eight nodes in a server cluster itself, SQL Server can use
only two with this edition of SQL Server, and are specified during the installation
process.

Important: All nodes in the same cluster must be of the same type of hardware
(either all 32-bit or all 64-bit) and configured in the same way. That means if you
are implementing a WOW failover cluster with x64 hardware, all nodes participating
in the instance of SQL Server being installed must be using WOW.

Memory Support

SQL Server 2005 failover clustering supports different amounts of total memory
depending on the version of the operating system it is deployed on. The following table
lists the total memory currently supported by the various editions and operating
systems. Typically, SQL Server 2005 supports whatever the operating system
maximums are, so if a successor to Windows Server 2003 is released in the lifecycle of
SQL Server 2005, check to see what new maximums SQL Server may support. SQL
Server 2000 is listed for comparison purposes only.

Table 2. Memory support on a SQL Server 2005 failover cluster for a given
edition of SQL Server and Windows.

SQL Server 2000 SQL Server 2005 SQL Server 2005

Enterprise Edition Standard Edition Enterprise Edition
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Windows 2000 8GB 8GB 8GB
Advanced Server

(with SP4)

Windows 2000 32GB 32GB 32GB
Datacenter Server

(with SP4)

Windows Server 32GB (32-hit) 32GB (32-hit) 32GB (32-bit)
2003 Enterprise 64GB (64-bit) 64GB (64-bit) 64GB (64-bit)
Edition

Windows Server 64GB (32-bit) 64GB (32-bit) 64GB (32-bit)
2003 Datacenter 512GB (64-bit) 512GB (64-bit) 512GB (64-bit)
Edition

Processor Support

SQL Server 2005 failover clustering supports different numbers of processors depending
on the version of the operating system it is deployed on. The following table lists the
number of processors currently supported by the various editions and operating
systems. Typically, SQL Server 2005 supports whatever the operating system
maximums are, so if a successor to Windows Server 2003 is released in the lifecycle of
SQL Server 2005, check to see what new maximums SQL Server may support. SQL
Server 2000 is listed for comparison purposes only.

Table 3. Processors supported on a SQL Server 2005 failover cluster for a
given edition of SQL Server and Windows.

SQL Server 2000 SQL Server 2005 SQL Server 2005
Enterprise Edition Standard Edition Enterprise Edition
Windows 2000 4 4 4
Advanced Server
(with SP4)
Windows 2000 8 4 8
Datacenter Server
(with SP4)
Windows Server 8 4 8
2003 Enterprise
Edition
Windows Server 64 4 64
2003 Datacenter
Edition

Security Improvements

Security for SQL Server 2005 failover clusters is more secure out of the box than SQL
Server 2000 and some of the basic requirements have changed. Unlike SQL Server
2000, in SQL Server 2005, all service accounts that will administer SQL Server, SQL
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Server Agent, Full-Text Search, or Analysis Services must be added to a global domain
group which is then added to the local Administrators group.

For a full set of privileges that must be configured for each service you are deploying,
see Setting Up Windows Service Accounts. For general best practices around security
for clusters at the Windows level, see the white paper, Server Clusters: Security Best
Practices for Windows 2000 and Windows Server 2003, as well as Knowledge Base
article 269229: How to manually re-create the Cluster service account.

One of the major changes during installation of a SQL Server 2005 failover cluster is the
dialog box in Figure 2, which asks for domain groups for the clustered services. SQL
Server failover requires domain connectivity, and therefore by default domains are
required for a clustered installation of SQL Server, so creating these groups within
Active Directory should be straightforward for the Active Directory or network
administrator tasked with that responsibility. Most likely it will not be the database
administrator, so the DBA may need to request that the proper person or group set up
these groups properly. As a best practice, we recommend that you create four
individual groups: one each for SQL Server, SQL Server Agent, Full-Text Search, and
Analysis Services (if required).

i'g!;!' Microsoft SOL Server 2005 Setup EI

Domain Groups for Clustered Services

The startup account For each cluskered service will be added ko the Domainkame! Grouphlame
ko set its access conkral, Enker the name of existing DomainfamelGroupiame For each
clustered service being installed. For additional information, click Help.

Service Mame DomainkameGErouptlame

20L Server ESTOOMAINISCL Server Admins

S0L Server Agent [TESTDOMAINISQL Agent Admins _|
Eull-Texk Search [TESTDOMAINIFTS Admins _|
Analysis Services [TESTDOMAIN Analysis Services Admi _|

Help | < Back | Mexk > I Cancel I

Figure 2. The SQL Server 2005 Installation Wizard allows you to add SQL
Server services to startup accounts in different domains and Windows groups.
The page will reflect the installation options you choose earlier in Setup.

These groups are configured at the domain level using the application Active Directory
Users and Computers which is available on computers with access to edit Active
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Directory, not on the individual cluster nodes. These steps may need to be performed
by your Network Administrator.

Important: All accounts and groups must be set up and verified before installing
your cluster. If your server cluster is running SQL Server 2000 and SQL Server 2005
in a side-by-side configuration, never use the same service accounts for your SQL
Server 2005 installation that you use for your SQL Server 2000 instances. Failure to
use a separate set of service accounts will result in unexpected security behavior
between your side-by-side and SQL Server 2005-only server cluster installations

To Create a Group

1.

w

5.

| New Object - Group x|

In Control Panel, double-click Administrative Tools, and open Active Directory
Users and Computers.

In the left pane, expand the domain that will be used.
Right-click Users, point to New, and then click Group.

In the New Object — Group dialog, enter an appropriate name in the Group name
text box. Select a group scope of Global. An example is shown in Figure 3.

Click OK.

@ Create in:  testdamain. allan. comdLl zers

[araup narme:
ISI]L Server Adming

Group name [pre-ywindows 2000];
ISI]L Server Adminz

Group scope Group type

" Domain local = Security
i [lobal i~ Distribution
£ Universal

0k, I Cancel

Figure 3. Creating new domain groups at the domain level using Active
Directory Users and Computers.

To Add Users to a Group

1. Select the group which was just created, and double-click.
2. Click the Members tab.
3. Click Add.
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4. On the Select Users, Contacts, or Computers dialog box, enter the names to be
added in the lower half, and click check names, or navigate via the top half, select
the object and click Add. When done, click OK.

5. The Members tab will now reflect the additions. An example is shown in Figure 4.
6. Click OK to close the dialog.

Analysis Services Admins Properties ed Bt

Gereral Members I kember I:IFI b anaged B_I,II I:Il:uiectl Securit_l,ll

Members:
Hame | Active Directory Folder |
ﬂ A5 Admin teztdomain. allan. com/l zerz

Bemove |

‘ ] | Cancel Apply

Figure 4. Add users to domain groups before installing a SQL Server 2005

failover cluster

For more information, see Domain Groups for Clustered Services.
Note: You must add the SQL Server administrator account to the group that will
administer Full-Text Search. If you do not, you may encounter the following error
during Setup:
"You do not have privileges to add accounts to the domain groups specified for this
failover cluster. Ask your domain administrator for privileges to add new accounts to
the domain groups, or log on using an account that does have permission.

"The domain group cannot be validated for the service Full-Text Search.”

Disk Requirements

Each instance of SQL Server 2005 in a cluster must have at least one dedicated shared
cluster disk. Disks cannot be shared among instances since they can only exist in a
single cluster group, and only one SQL Server 2005 installation can be placed in a
single cluster group.
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In practice, this means that you are limited to a maximum of 22 or 23 usable, named
disks with drive letters (assuming one local system drive, some sort of optical drive
such as a DVD-ROM, and the possibility of a shared quorum drive). Unlike SQL Server
2000 failover clustering, SQL Server 2005 failover clustering does support the use of
mount points (or "mounted volumes") to ease disk expansion and administration. All
disks must be formatted as Basic disks. Dynamic disks are not supported out of the box
in a cluster installation; see Knowledge Base article 237853 Dynamic disk configuration
unavailable for server cluster disk resources. Third-party tools may be employed to
utilize dynamic disks with a cluster installation.

If you define more than one logical disk per physical logical unit number (LUN), that
disk will appear as one drive to the cluster, not two. So unless you are placing Analysis
Services and the relational engine in the same cluster group (which is not a
recommended configuration), there is no benefit to carving out two logical disks on one
LUN in a cluster, since that LUN will be in a single cluster group.

Mount points are fully supported in a clustered configuration of SQL Server 2005, but
they require the use of a drive letter just like a standard disk resource. As with a
standard cluster disk resource, mount points must be added to the resource group
containing SQL Server, and added as a dependency.

Whether or not your storage area network (SAN) shares disks for creating LUNs, make
sure that the SAN engineer properly zones and masks the LUNs so that only the cluster
nodes can see the LUNs it needs to see, and no one else can see or access them.

If Analysis Services is clustered in the same group with the Database Engine, Setup will
place any shared system files for both products on the default drive selected during
Setup itself. After that, Microsoft recommends providing Analysis Services with its own
disk resources not only for availability, but to ensure that Analysis Services has what it
needs to perform properly.

Note: SQL Server 2005 supports iSCSI, and adheres to any Windows iSCSI support
requirements. However, SQL Server installations require a dedicated, not shared,
adapter for iSCSI devices.

Number of SQL Server Instances per Cluster

With SQL Server 2005, the maximum number of supported instances that can be
deployed on a Windows Server failover cluster in a clustered SQL Server configuration
is 25 for Enterprise Edition and 16 for Standard Edition. These are different from the
limitation on a stand-alone system, which is a tested limit of 50. With SQL Server 2000,
the limit was 16.

Even though you technically can configure up to 25 instances, the maximum number of
instances you can deploy depends upon the hardware resources available, including
available drive letters. Therefore, 25 deployed instances would mean that there is only
one local drive for Windows, you are using a Majority Node Set (local quorum) server
cluster that does not use a drive letter for a quorum disk, and you are only assigning
one cluster disk per instance.

Before installing and configuring a multiple instance cluster, think about why you may
need multiple instances of SQL Server: Is it for consolidation? Mixed version levels for
supporting multiple applications with specific requirements? Easier administration?
Meeting individual service level agreements (SLAs)? Maximizing hardware usage? These
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and other issues must be thought out at the planning stage because the appropriate
hardware must meet the expected capacity at any given moment.

In a clustered configuration, however, you must also take into account the failover
scenario when planning multiple instances: if in a worst case scenario you have multiple
nodes fail in the cluster and are down to one node, can a single node run all of your
instances given the capacity planning that was done? If not, then capacity was likely
not given sufficient consideration.

Installing a SQL Server 2005 Failover Cluster

Before installing SQL Server SQL Server 2005 in a clustered configuration, the
underlying Windows failover cluster must be installed and fully tested. This installation
must also include the configuration of a clustered Microsoft Distributed Transaction
Coordinator (MS DTC). Since SQL Server is built upon the Windows layer, if it is not
installed and verified before the SQL Server installation, the SQL Server setup process
will fail.

Install your SQL Server 2005 failover cluster in the following order:

1. Install and cluster Windows, and make sure that all relevant patches are applied
as per the Knowledge Base articles, Recommended hotfixes for Windows 2000
Service Pack 4-based server clusters or Recommended hotfixes for Windows
Server 2003-based server clusters. For step-by-step instructions on how to
configure a Windows Server 2003 failover cluster, read the Guide to Creating
and Configuring a Server Cluster Under Windows Server 2003.

2. Configure a clustered MS DTC. For information on installing MS DTC, consult
either Knowledge Base article 301600, How to configure Microsoft Distributed
Transaction Coordinator on a Windows Server 2003 cluster or Knowledge Base
article 204209, How to rebuild or move a MSDTC installation to be used with a
SQL failover cluster.

3. Verify that the underlying Windows failover cluster is properly configured and
working.

4. Verify that there is at least one dedicated shared disk on the cluster for the SQL
Server instance.

5. Verify that a dedicated and unique IP address and name (whether it will be a
default or a named instance) has been reserved for SQL Server.

6. Create the users and groups at the domain level for use with your clustered
instance(s) of SQL Server 2005.

7. Add the groups to your local nodes and give the groups the proper rights on
each node as per the SQL Server 2005 Books Online topic Setting Up Windows
Service Acccounts.

8. Cluster SQL Server 2005.

9. Perform any post-installation tasks.
Once the Windows and MS DTC portions of the installation are complete, the
administrator must create a cluster group for the intended SQL Server installation, and
that group must contain at least one shared cluster disk for use by SQL Server. Detailed

requirements for installation are described in Installing SQL Server 2005 and Before
Installing Failover Clustering.
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Note: Before installation, all settings and policies should be identical across all
nodes of the cluster for consistent behavior, including all security-related policies,
hotfix installations, driver installations, and locales. If a change is made after
installation, that change must be reflected on all nodes as well.

Before installation, we recommend logging off all users on the cluster nodes except the
node where setup is being started.

Best Practice: SQL Server 2005 requires the .NET Framework version 2.0 on all
nodes. While Setup will do install .NET Framework 2.0 on its own, we recommend
installing this prerequisite before attempting to install SQL Server 2005 to speed up
the installation process.

SQL Server 2005 failover clustering can be installed in one of three ways:
e Running Setup.

e From the command prompt with switches.

e From the command prompt with a fully configured .ini file.

For more information about using Setup, see Appendix A as well as How to: Create a
New SQL Server 2005 Failover Cluster (Setup). For more information about installing
from the command prompt, see How to: Install SQL Server 2005 from the Command
Prompt. A template for the .ini file can be found on the installation media under
\Servers with the name template.ini. Examples can also be found in Appendix C.

Installation from the command prompt is an enhancement to SQL Server 2005. Other
enhancements to the Setup process include the following:

e The current node's name is written at startup to the SQL Server log and to the
Windows Event log.

¢ Installation proceeds in parallel on all nodes.

e The installation rolls back on all nodes if Setup fails on any one node.

e Logging of Setup operations is improved.

e Error messages during Setup are improved.

e Setup Consistency Checker detects the state of machines before installation.
e Setup now includes error reporting.

e Unattended setup has feature maintenance, allowing you to later add, remove, or
reconfigure your SQL Server installation.

e The Installation Wizard includes progress reporting, and Setup can be canceled.

Installing on a Domain Controller

Because of the performance requirements of a SQL Server 2005 failover cluster,
clustered installations are not supported on a node that is a domain controller. If you
install on a domain controller and encounter a problem, you may be required to
reconfigure the cluster. Here are some of the problems associated with installing on a
domain controller:

e Overhead associated with running a domain controller. A domain controller that is
otherwise idle can use anywhere between 130 to 140 MB of RAM, which includes
running Windows Clustering. There is also replication traffic if the domain controller
has to replicate with another domain controller within the domain and across
domains.
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e The first domain controller in the forest takes on all flexible single master operation
roles (see Knowledge Base article 197132: Windows 2000 Active Directory FSMO
Roles). You can redistribute these roles to each node. However, if a node fails over,
the flexible single master operation roles that the node has taken will no longer be
available. You can use Ntdsutil to forcibly take away the roles and assign them to
the node that is still running (see Knowledge Base article 223787: Flexible Single
Master Operation Transfer and Seizure Process). For information about placement of
flexible single master operation roles throughout the domain, see Knowledge Base
article 223346: ESMO Placement and Optimization on Windows 2000 Domain
Controllers.

e Performance demands of a domain controller may prevent the cluster service from
accessing the quorum drive, which may cause inadvertent failover to a secondary
node.

e If you are using a failover cluster where the nodes are also serving as domain
controllers, you can encounter problems since the nodes would be dependent on
each other for things like primary and secondary Active Directory and DNS services.
This means that if one node goes down, you may have the potential of causing
larger outages of availability to your clustered services.

For more information about installation on a domain controller, see Knowledge Base
article 281662: Windows 2000 and Windows Server 2003 Cluster Nodes as Domain
Controllers.

Troubleshooting Installation Problems

If installation fails, check not only the Windows Event Logs, but also the logs that are
created during the installation process. The logs can be found in the SQL Server
program directory under the \90\Setup Bootstrap\LOG subdirectory. SQL Server will
most likely be installed to C:\Program Files\Microsoft SQL Server. Under \LOG, there
will be one or more numbered .cab files. Under the Files directory are the
uncompressed log files.

The .cab file contains all of the logs from the installation, and has a naming convention
of SglSetupnnnn.cab, where nnnn is a unique number. The highest numbered .cab file
will be the latest installation. The directory will also contain a file named Summary.txt,
which corresponds to the latest installation and will contain information about any
warnings detected during the Setup process.

For more troubleshooting tips, see Failover Cluster Troubleshooting.

General troubleshooting steps where the cause of failure is not clear include:

¢ Flushing the name resolution cache. At a command prompt, enter the following two
commands:

Ipconfig /flushdns
Nbtstat —RR

e Verifying that 8.3 naming structure is enabled. Open a command-prompt window
and navigate to your profile directory. At the command prompt, enter DIR /X. Both
long and 8.3 names should be returned. If no 8.3 naming is returned, you will need
to edit the following registry key:
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HKLM\SYSTEM\CURRENTCONTROLSET\CONTROL\FileSystem\NtfsDisable8dot3Name
Creation

The NtfsDisable8dot3NameCreation value must be set to O; if the value is changed,
the computer will need to be rebooted and any directories previously created will
need to be removed before running Setup. If these directories are associated with
installed components, those components must be uninstalled before removing the
directories.

e If the instance of SQL Server 2005 being installed uses the same name as a
computer or SQL Server instance already registered in with Active Directory and/or
DNS, the name must manually be purged of that name before running Setup. This
task will need to be done by a qualified administrator.

Post-Installation Tasks

After installing your SQL Server 2005 failover clustering instance, you may need to
perform some additional tasks to make your instance fully usable.

SQL Server 2005 Setup no longer installs the tools on any of the nodes other than the
node that initiated Setup. If tools are needed on other nodes, they must be installed
manually after basic setup. This can be done using either Setup or the command
prompt. For instructions on installing the tools via Setup, consult SQL Server Books
Online, or to do it using the command prompt or an .ini file, see Appendix C.

Like SQL Server 2000, SQL Server 2005 is configured by default to use a dynamic port
number that will be assigned when SQL Server resources are started. If you want to
change this to a static port to ensure that the port number stays the same in a failover
or for security reasons where you would not want a default port number such as 1433,
follow these steps:

1. Start SQL Server Configuration Manager.

2. In the left pane, expand SQL Server 2005 Network Configuration, and select
Protocols for <INSTANCE=>, where <INSTANCE=> is your instance name.

3. In the right pane, double click TCP/IP.
4. In the TCP/IP Properties dialog box, click the 1P Addresses tab.

5. Scroll to the bottom, and look at the IPAIIl section. If there is a value for TCP
Dynamic Ports, delete it. Select the TCP Port option, enter a valid port number,
and click OK.

6. Click OK at the warning.
7. Restart the SQL Server service to enable the change.

During Setup, only one cluster disk can be added. If other disks are required, they must
be added after the basic failover clustering installation per resource. That means that
for both Analysis Services and for SQL Server, the disks must be added. For
instructions, see How to: Add Dependencies to a SQL Server 2005 Resource.
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Note: Adding a disk as a dependency will incur downtime, so you should plan your
disk configuration at the time of initial install.
If you want to use mount points with SQL Server 2005, follow the instructions found in

the Knowledge Base article 280297: How to configure Volume Mount Points on a
clustered server.

Important: If you are using mount points, you must place the mount point disk
resource in the proper cluster group with SQL Server or Analysis Services and make
it a dependency of its host drive.

On the Advanced tab of the SQL Server or Analysis Services resource, the Affect the
group checkbox is not checked by default.This means that if the SQL Server or Analysis
Services resource fails, the resource group will not automatically fail over to another
node. This is a change in behavior from SQL Server 2000 failover clustering. This
behavior was changed because you can put both Analysis Services and SQL Server in
the same resource group, and you may not want to have one affect the other. However,
under normal circumstances, you do want SQL Server to automatically fail over to
another node. Check Affect the group.

After installation is complete, you must properly test it to ensure that it is working as
expected.

1. Start Cluster Administrator.

2. Right-click the resource group containing the SQL Server or Analysis Services
installation, select Move Group, and then select another node of the cluster.
SQL Server should now stop on the node it was owned by and start on the other
node.

3. Repeat step 2 for each node of the cluster.

4. Ping the SQL Server and/or Analysis Services IP address from all nodes within
the cluster as well as from a computer outside of the cluster to ensure IP
address resolution.

5. Ping the SQL Server and/or Analysis Services name from all nodes within the
cluster as well as from a computer outside of the cluster to ensure name
resolution.

Upgrading to SQL Server 2005 Failover
Clustering

In SQL Server 2005, you can no longer upgrade a stand-alone instance of SQL Server
to a clustered instance via Setup. Only a clustered instance of SQL Server can be
upgraded to a SQL Server 2005 failover cluster.

This means that if you want to convert a stand-alone instance of SQL Server to a
failover cluster instance, whether it is an existing SQL Server 2000 instance, or a newer
instance of SQL Server 2005, you must first install a clustered instance of SQL Server
2005 and then migrate your databases, logins, jobs, and so on using your preferred
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method. The Copy Database Wizard is not supported in SQL Server 2005, but there are
a few other options that can achieve the database migration from a stand-alone server:

e Detach and attach the databases.
e Use log shipping.
e Use backup and restore.

Note: If you install a side-by-side failover cluster, you cannot reuse the existing
SQL Server name used by the previous version (default or named instance) until
you disable or uninstall the already existing SQL Server instance with the name to
be used. The same goes for a stand-alone instance that is now a failover cluster,
except the entire server will have to be shut down because a stand-alone instance
assumes as part of its name the underlying server. This must be taken into account
during planning for the upgrade.

If you plan to use log shipping as your upgrade method, you must deploy your own
custom version. The built-in log shipping functionality of SQL Server 2000 and SQL
Server 2005 do not work together. You can manually create your own log shipping
since the restore a database or transaction log backup created with SQL Server 2000
under SQL Server 2005, and SQL Server 2005 will perform the necessary upgrades in
the restore process.

For full instructions on doing an in-place upgrade using Setup, see How to: Upgrade to
a SQL Server 2005 Failover Cluster (Setup).

For full details on the upgrade process for SQL Server 2005, see Upgrading to SQL
Server 2005 and How to: Upgrade to a SQL Server 2005 Failover Cluster (Setup). For
detailed information on upgrading to SQL Server 2005 including cluster scenarios, read
the SQL Server 2005 Upgrade Technical Reference Guide.

Administering a SQL Server 2005 Failover
Cluster

This section explains how to administer your SQL Server 2005 failover clustering
installations.

Note: SQL Server 2005 tools are 32-bit, and run under Microsoft Windows® on
Windows (WOW) on 64-bit platforms. For more information on how they behave
under Microsoft's 64-bit platforms, see the Knowledge Base article 906892: You
may experience slow performance when you run 32-bit SQL Server tools on 64-bit
operating systems.

SQL Writer and Failover Clustering

The SQL Writer Service provides functionality for backup and restore of SQL Server
2005 through the Volume Shadow Copy Service (VSS) framework.

The SQL Writer Service is installed on each node of the cluster during Setup, but is
disabled by default. Enable it if necessary.

SQL Server Browser Service

The SQL Server Browser Service directs connection attempts that use instance names
to the proper instance on the server. It is installed on each node in the cluster and is
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not a clusterable resource. The SQL Server Browser Service is started automatically for
a clustered instance of SQL Server.

Connecting to a SQL Server 2005 Failover

Cluster

Use the <FAILOVER_CLUSTERING_INSTANCE_NAME=>\<INSTANCE NAME=> or the IP
address to connect to a clustered instance of SQL Server running on a failover cluster.
There is no change from previous behavior. As with previous versions of failover
clustering, it is not possible to access a clustered instance of SQL Server by using the
underlying node name that the instance is currently running on. SQL Server 2005 will
not listen on the IP address of the local server; it will listen only on the clustered IP
addresses created during the installation of a clustered instance of SQL Server. If the
virtual IP address does not have DNS registration, SQL Server will not listen on that IP
address.

For a cluster, the resources are enumerated, the network name that is needed is found
(as well as the IP addresses on which the network name depends), and then the SQL
Server instance listens on those IP addresses. This change in SQL Server 2005 keeps all
the IP modifications external and worry-free; in a case where customers must add an IP
for a remote connection on a temporary basis and may be only using a host file, there
should be no issues.

Note: By default, TCP/IP and named pipes are enabled in a failover cluster, though
they are not disabled by default on a stand- alone SQL Server installation.

SQL Server 2005 Surface Area Configuration

The SQL Server 2005 Surface Area Configuration tool is a new security tool. It allows
administrators to easily manage services and features of SQL Server 2005. For more
information, see SQL Server Surface Area Configuration.

The tool is cluster-aware, but it must be configured properly to administer a clustered
instance of SQL Server 2005. By default, it only tries to connect to a local instance of
SQL Server. To configure Surface Area Configuration to work with a clustered instance,
perform the following steps:

1. Start the tool from Start>Programs->Microsoft SQL Server
2005->Configuration Tools>SQL Server Surface Area Configuration.

When the main screen of SQL Server 2005 Surface Area Configuration is displayed,
it defaults to localhost. If you try to use the tool now, you will see the following
error:

"You cannot configure surface area of clustered services by connecting to a
computer name. Connect to the virtual server to configure clustered services."

2. Click the change computer link.

3. In the Select Computer dialog box, click Remote computer and enter the failover
clustering instance name used during the installation process. If it is a hamed
instance, do not enter the full name, just the failover clustering instance.

4. To verify the failover clustering instance name, start Cluster Administrator, select
the cluster group with the SQL Server 2005 resources, and look next to the SQL

Network Name resource for the failover clustering instance name. An example is
shown below.
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Figure 5. SQL Network Name resource

The main screen will now reflect the name change.

To administer SQL Server, click either Surface Area Configuration for Services
and Connections, or Surface Area Configuration for Features. Note that when
you select either option, the tool indicates that the instance that is currently being
administered is clustered.

Note: SQL Server 2005 Surface Area Configuration can only work with one instance
at a time. If you have more than one failover clustering instance, repeat the steps
above for the other instances.

SQL Native Client

Failover clustering in SQL Server 2005 no longer depends on a specific version of
MDAC, unlike previous versions of SQL Server. SQL Server 2005 uses SQL Native Client
for connectivity. This means that when installing or upgrading SQL Server, or installing
a SQL Server service pack, MDAC will not be bundled with the installer and will use the
version of MDAC that is currently installed on the host server.

Important: If you have a side-by-side SQL Server 2000 and SQL Server 2005
failover cluster configuration, SQL Native Client will become the connectivity layer
for the SQL Server 2000 instances as well. At a lower level, the SQL Server 2000
instances will actually be using the SQL Server 2005 resource DLL to monitor the
instance's health.

Starting, Stopping, and Pausing Services

Although there are several tools for starting and stopping SQL Server 2005 in a cluster,
SQL Server Management Studio is not one of them. The three tools for starting and
stopping SQL Server 2005 in a cluster are:

SQL Server Configuration Manager
SQL Server Surface Area Configuration
Cluster Administrator

Important: As with previous versions of SQL Server failover clustering, services
such as SQL Server Agent depend on SQL Server to start. If you manually stop the
SQL Server service, it will stop any dependencies, but upon restart, you will
manually have to restart them.
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SQL Server 2005 provides a new tool, SQL Server Configuration Manager, that replaces
the earlier SQL Server Service Manager. SQL Server 2005 SQL Server Configuration
Manager is fully cluster-aware and it can be used to stop and start all SQL-related
services. SQL Server Configuration Manager is the recommended way to stop and start
SQL Server.

1. To stop and start a SQL Server 2005 failover clustering instance using SQL Server
Configuration Manager, follow these steps:

2. Start SQL Server Configuration Manager.
3. Expand SQL Server 2005 Services in the left pane.

4. Right-click the resource whose status you want to change, and select Start, Stop,
Pause, or Restart.

Note: SQL Server Configuration Manager does not refresh itself very frequently, so
it may not reflect the current status. You will have to manually refresh the status.

SQL Server Surface Area Configuration can also be used to stop and start the SQL
Server-related services in a clustered configuration. To stop or start a SQL Server 2005
failover clustering instance using SQL Server Surface Area Configuration, follow these
steps:

1. Start SQL Server Surface Area Configuration.
2. Click Surface Area for Services and Connections.

3. In the left pane, click the service that you want to start or stop, and on the right
side, click the appropriate action.

Cluster Administrator can be used to stop and start the SQL Server-related services in a
clustered configuration. To stop or start a SQL Server 2005 failover clustering instance
using Cluster Administrator, follow these steps:

1. Start Cluster Administrator.

2. In the left-hand pane, expand Groups, and select the cluster group which contains
the SQL Server 2005 instance you would like to start or stop.

3. In the right-hand pane, right click the SQL Server resource, and click Take Offline
to stop the instance or Bring Online to start the instance.

Note: To use this method you must have sufficient administrative rights to run
Cluster Administrator and connect to the server cluster.

Viewing the Properties of a Failover
Clustering Instance

Viewing properties or status of various aspects of your failover cluster in SQL Server
2005 has changed from SQL Server 2000. The following sections describe the methods
available.
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SQL Server 2005 introduces the dynamic management view (DMV)
sys.dm_io_cluster_shared_drives, which has the same functionality as the function
fn_servershareddrives in SQL Server 2000. This DMV returns all of the disk drives
that are part of the resource group and can be used to hold data and log for this
instance of SQL Server. The user must have the VIEW SERVER STATE permission to
access this DMV.

To execute, run SELECT * FROM sys.dm_io_cluster_shared_drives in a query
window. For more information see sys.dm_io_cluster_shared_drives.

Note: fn_servershareddrives is still available and supported in SQL Server 2005;
Microsoft recommends changing code that references it to use the new DMV. To
access fn_servershareddrives in SQL Server 2005, the user must have the VIEW
SERVERSTATE permission.

SQL Server Configuration Manager can display the properties of the TCP/IP protocol.
However, it does not display the clustered IP address or addresses that were configured
during the installation process. SQL Server Configuration Manager will display all of the
other IP addresses bound to the network card that the SQL Server 2005 failover
clustering instance is bound to.

To view the IP address for your clustered installations of SQL Server 2005 or Analysis
Services, perform the following steps:

1. Start Cluster Administrator.

2. In the left pane, expand Groups and select the cluster group that contains the
desired SQL Server 2005 instance.

3. In the right pane, double-click the appropriate IP resource, which will be named SQL
IP Address n (sqlname), where n is the number of the IP address, and sglname is
the name of the failover clustering instance you configured during installation.

4. Click the Parameters tab to view the IP address properties.

SQL Server 2005 introduces the DMV sys.dm_os_cluster_nodes, which has the same
functionality as the function fn_virtualservernodes in SQL Server 2000. This DMV
returns all of the server cluster nodes that are defined as part of the failover clustering
instance, and can be used to verify the configuration. The user must have the VIEW
SERVER STATE permission to access this DMV.

To execute, run SELECT * FROM sys.dm_os_cluster_nodes in a query window. For
more information, see sys.dm_os_cluster_nodes.

Note: fn_virtualservernodes is still available and supported in SQL Server 2005,
but Microsoft recommends changing code that references it to use the new DMV. To
access fn_virtualservernodes in SQL Server 2005, the user must have the VIEW
SERVER STATE permission.

You can also view which physical node currently owns the resources by executing
SELECT SERVERPROPERTY ("ComputerNamePhysicalNetBl10S®) (the quotes are required)
in a query window. For more information, see SERVERPROPERTY.
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For information on tools and processes for verifying whether SQL Server is running, see
"Starting, Stopping, and Pausing Services" earlier in this white paper.

Adding or Removing a Node

There are cases where you may need to remove, or evict, a node from the cluster.
There are two levels of removal when it comes to SQL Server: removing it from the
definition of the SQL Server failover clustering instance, and then removing the node
from the Windows server cluster itself.
Important: If you must evict the node from the server cluster, do not attempt to
remove the node via Cluster Administrator before running the SQL Server-specific
steps. Doing so will damage your SQL Server installation. You must remove the
node from the SQL Server definition before you evict the node in Cluster
Administrator.
Similarly, if you need to add a node into the definition of the failover clustering
instance, you would execute similar steps.

The process for adding or removing a node is similar to setting up a new clustered
instance of SQL Server. In Control Panel, open Add or Remove Programs, select
Microsoft SQL Server 2005, and click Change. Setup launches; at the Change or
Remove Instance page, select Maintain the Virtual Server, and then follow the
instructions in Step 14 of Appendix A to add or remove a node.

See Appendix C.

Renaming a Clustered Instance of SQL Server

SQL Server 2005 supports renaming an instance after it is installed, unlike SQL Server
2000, which required a full uninstall and then a reinstall to rename the failover
clustering instance. The renaming process uses Cluster Administrator. For instructions,
see How to: Rename a SQL Server 2005 Virtual Server.

Note: Renaming a clustered will require a small amount of downtime and the proper
privileges at the Windows level.

Changing the IP Address of SQL Server

SQL Server 2000 required re-running Setup to change the IP address. SQL Server 2005
now uses Cluster Administrator. For instructions, see How to: Change the IP Address of
a SQL Server 2005 Failover Cluster.
Note: Changing the IP address will require a small amount of downtime and the
proper privileges at the Windows level.

Uninstalling a Clustered Instance

Removing a clustered instance of SQL Server 2005 is different from SQL Server 2005.
There are two options for uninstalling a SQL Server 2005 failover clustering instance.
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¢ Remove it via the command prompt as described in How to: Install SQL Server 2005
from the Command Prompt.

e Remove it via Setup as detailed in How to: Remove a SQL Server 2005 Failover
Clustered Instance (Setup).

If there are problems in the uninstall process, see How to: Manually Uninstall a SQL
Server 2005 Failover Cluster.

Removing the instance itself does not remove the client tools and utilities.

To uninstall a clustered instance in SQL Server 2005, you must meet these
requirements:

¢ You must be logged in as the cluster administrator account or another account with
the proper administrative privileges when uninstalling SQL Server to allow the Setup
process to execute with the right permissions.

e The SQL Server installation CD or installation folder must be accessible.

e The process must be initiated from the node that currently owns the instance’s
resources.

Important: If you uninstall SQL Server 2005, it is recommended that you do not
remove SQL Native Client if you had configured a side-by-side installation that
contains both SQL Server 2000 and SQL Server 2005 instances in the same cluster.
If you remove the SQL Native Client, you will render your SQL Server 2000 instance
useless since the SQL Server 2000 instance now depends on the SQL Native Client.
You will need to reinstall SQL Native Client to get any other instance of SQL Server
working again.

Applying a SQL Server Service Pack

Before installing a service pack on a clustered installation of SQL Server or Analysis
Services, consult the readme that is associated with that particular service pack. It may
contain specific information and steps that may need to be addressed outside of the
basic installation steps.

A SQL Server 2005 service pack is applied on a per-instance basis, which means you
may need to run the installer more than once if the instance's resources are owned by
another node. Updates to Books Online may be packaged separately from the service
pack itself.

Important Since the management tools may only be installed on the node
which initiated the original installation, if the management tools are installed on
other nodes, those must be patched separately from the service pack install on
the instance itself.

For instructions on installing a SQL Server 2005 service pack in a clustered environment
via the graphical user interface (GUI), see Appendix D. Service pack installs can also be
automated. For instructions, consult the readme that ships with the service pack.

Performance

See Optimizing Failover Cluster Performance for information about further optimizing
your cluster installations. This topic focuses on the following issues:

e Write caching
e Use of file shares
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¢ Maximum and minimum memory size
e Processor affinity
e Use of fixed memory settings

Other resources for optimizing your SQL Server 2005 installations are available,
including Optimizing Server Performance. Database Performance covers a wide range of
considerations and also has a dedicated section on hardware considerations, including
Comparing Different Implementations of RAID Levels.

Additional white papers about performance and optimization of SQL Server 2005 will
also be released, so always check the SQL Server TechCenter for the latest documents.

Conclusion

Failover clustering remains one of the core SQL Server high-availability technologies. It
is enhanced in SQL Server 2005, and can be combined with other SQL Server high-
availability technologies to create even greater availability for your instances and
databases. Implementing a SQL Server 2005 failover cluster requires a solid
understanding of the underlying technology and an appropriate level of planning. A
properly configured failover clustering implementation, along with good people,
processes, and planning, will provide increased availability for your SQL Server 2005
implementations.
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Appendix A — Step-by-Step Instructions for
Installing or Upgrading Failover Clustering
(Database Engine or Analysis Services)

Follow the instructions below to install a clustered instance of SQL Server 2005 using
SQL Server Setup.

1. Log into a node of the Windows server cluster as a domain user with administrative
privileges on all nodes of the cluster, such as the user Cluster Administrator.

2. Insert the SQL Server 2005 installation media into the node which you logged into,
or navigate to the proper network location at your business. If you have autorun
enabled on your CD or DVD drive, the following menu below should appear. If the
screen does not appear, navigate to the Servers directory of the media and run
setup.exe. Click Server components, tools, Books Online, and samples.

SCIL Server 2005 (Disc 1 of 2)

Review hardware and software requirements
Eead the release notes

Install SCL Sener Upgrade Advisor

server components, tools, Books Online, and
samples

Fun the SQL Mative Client Installation Wizard

Browse this CO
Yisit the SCL Serer website

Microsoft

SQL Server 2005 Fead the 0L Server license agreement

Enterprise Edition Exit

Figure 6. SQL Server 2005 Setup Start page
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3. Read the End User License Agreement (EULA). Select I accept the licensing
terms and conditions and click Next.

P Microsoft SQL Server 2005 Setup il

End User Licenze Agreement

MICEOSOFT SOFTWARE LICENSE TERMS ﬂ

MICEOSOFT S0OL SERVER 2005 STANDARD AND ENTEEFEISE
EDITIONS

These license terms are an agresment betweesn
Hicrosofit Corporation {(or based on where wou
live, one of it= affiliate=s) and wou. FPlease
read them. They apply to the =oftware named
abowve, which includes the media on which wou
received it. if anvy. The term=s al=o apply to any
Hicro=oft

* updates=s,
* =upplemsnts,

*# Internset-baszed =service=., and

* =yupport sServices v|

[ I accept the licensing terms and conditions

Fririt | Mest > I Cancel |

Figure 7. End User License Agreement

4. Setup will now install any prerequisites on the node which started the install
process. During the process, a green checkmark will appear next to completed tasks
and a red arrow pointing right will indicate the current task being executed. When
all tasks are completed, click Next to continue.

TIP: To speed up the initial phase of the installation or upgrade process, we
recommend installing the proper version of the .NET Framework (which can be
downloaded from the Microsoft .NET Framework Developer Center) on each node
before starting the SQL Server installation so that SQL Server Setup will not
have to do it.
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P¥ Microsoft SOL Server 2005 Setup

Rl
Installing Prerequisites
Inztalls zoftware components required prior ba installing SEL
Server. >

SOL Server Component Update wil install the folowing components ﬂ
required for SOL Server Setup:

¥ MET Framework 2.0
¥ Microsoft SOL Mative Client
~ Microsoft SOL Server 2005 Setup Support Files

The required components were installed successfully,

Figure 8. Installing Prerequisites page
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Setup will now perform a configuration check of the node that started the
installation process.

Microsoft SQL Server 2005 Setup

System ConFiguration Check

Figure 9. System Configuration Check page

5. When the Welcome to the Microsoft SQL Server Installation Wizard page appears,
click Next.
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]i.:.EL Microsoft SOL Server 2005 Setup B 5'

| »  Welcome to the Microsoft SQL
| Server Installation Wizard

Setup will help pou install, modify or remove Microzoft
SOL Server. To continue, click MHext.

< Back |

i Cancel |

Figure 10. Welcome to the Microsoft SQL Server Installation Wizard page
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6. Setup will now do a more exhaustive check of the node which started the
installation process. Any warnings or errors will be detected, and they can be seen
by clicking Messages next to the appropriate item, or by viewing a report via the
Report dropdown. The report can be viewed on the screen, saved to a file, copied
to the Clipboard, or e-mailed.

Note: If you have any errors, fix them before proceeding with the installation as
they may either cause the installation to fail or compromise the stability of the
installation. Exit out of Setup and rerun when complete. Warnings are not fatal,
but they should be evaluated to see if they are valid and need to be fixed.

i
System Configuration Check
Wait while the spstem iz checked far patential installation
problems.
il
@ 44 Total 3 Error
Success &8 Success 10 " aming
Dietails:
_I Action | Status | Mezzage -
@ CLUMODE? -'wMI| Service Requirement | Success
@ CLUMODET - MSHML Bequirement Success
@ CLUMODE? - Operating System Minim... | Success
@ CLUMODE? - Operating Systern Servic... | Success
@ CLUMODET - S0L Server Edition Oper...  Success
gy CLUMODET - Minimum Hardware Beq...  ‘Warning Mezzages...
g CLUMODET - 115 Feature Reguirement W arning Meszages...
@ CLUMODET - Pending Feboot Requir.. | Success
@ CLUMODE? - Perfformance Monitor Co... | Success ;l
Filter L | Stop Beport = |
oo |

Figure 11. System Configuration Check

7. When the check is complete, click Next. Setup will prepare the installation.
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_' Microsoft SOL Server 2005 Setup

Microsoft SOL Server Installation
Setup is preparing to continue with the installation,

Figure 12. Microsoft SQL Server Installation page

8. Enter your name and a valid Product Key (PKD) from your installation media. Click
Next.
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iii!:ll‘ Microsoft S{L Server 2005 Setup

Registration Information
The Following information will personalize your installakion,

Marne:

I‘fu:uur Name|

Campany:

sticker in the CO liner nokes or the CO sleeve.

The Name Figld must be Filled in prior to proceeding, The Company Field is optional,

Please enter wour 25 character Product Keyw, ou can find this number on the wellow

Help | | Mexk = I

= Barck

Cancel

Figure 13. Registration Information page

9. Select the components that you want to install during the Setup process. You do not
need to select all features, as they can be added later. To install a relational engine
failover clustering instance, select the SQL Server Database Services check box
and then select the Create a SQL Server failover cluster box. If you do not select
the latter, it will be installed as a stand-alone instance. To install an Analysis
Services failover clustering instance, select the Analysis Services check box and
then select the Create an Analysis Services failover cluster check box. If you do
not select the latter, it will be installed as a stand-alone instance. Click Next when

done.
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i'._w!,'J Microsoft SOL Server 2005 Setup |

Components to Install
Select the components to install or upgrade.

[+ 30L Server Database Services

¥ Create a SOL Server Failover cluster

[+ analysis Services

¥ Create an Analysis Server Failover clusker
[T Reparking Services

[~ Motification Services

[V Integration Services!

[+ “Workskation components, Books Onling and development bools

For mare options, click Adwanced, Advanced |
Help | < Back. | Mexk = I Zancel |

Figure 14. Components to Install page

If you click Advanced, the Feature Selection page will be displayed. Here you can
further customize your SQL Server installation; however it is recommended that you
not change any of the options unless you are familiar with the workings of SQL
Server 2005. These screens are described here so you can see what is done on
them should you choose the Advanced option.
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i'-.EJ Microsoft SOL Server 2005 Setup |

Feature Selection
Select the program Features wou wank installed.

Click an icon in the Following list to change how a Feature is installed.

- —Feature description
Database Services 21 | Installs components For commurication
Analysis Services between clients and servers, including
Matification Services network, libraries for QDBC and OLE

Inkeqgration Services DE.
Client Component

T = Will be installed on local hard drive

=38 Entire feature will be installed on local hard drive 1 MB ot

Zonnecki ormponents

¥ Enkire feature will be unavailable

e T 3 rd = -
2l =D [ W VR U SN N —Jay
4 '— 3

—Installation path

Erawse. .. |

Disk Cost, .. |

Help | < Back | Mexk > I Zancel I

Figure 15. Feature Selection page

If you click Browse, the Change Folders page appears. On this screen you can

change the top-level installation folder where the SQL Server program files will be
installed on the nodes.
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i'.fa Microsoft SOL Server 2005 Setup

Change Folders
You can select a different Falder For installation,

Inskall in:

I (L3 Microsoft SQL Server j EI EI

(J&0
=l
[CamMssoL

Installation path:

r_:\Program FilesiMic

Help | ITI

Cancel

Figure 16. Change Folders page

If you click Disk Cost, Setup will display the disks available, how much space is left,

and how much space is needed by SQL Server for the installation to complete
successfully.
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10.

il-;‘ Microsoft SOL Server 2005 Setup El

Disk Cost

The available disk space and the space required For installation are
shown below,

sl
Yolume | Disk. Size | A ailable I Required | Cifference |
= oy 181 MB 5710 MB 2012 MB 3697 MB
EIH: OKE OKE OKE 0 KB
=¢ 400 MB 395 MB OKE 395 MB
= OKE OKEB OKE 0 KB
=k 101 MB 45 MB OKE 45 MEB
=¥ 100 MB 97 MB OKE 97 MB
= OKB OKEB OKE 0 KB
(==} OKB OKEB OKE 0 KB

Figure 17. Disk Cost page

Select the type of instance that will be installed — either a default or a named
instance. If there is already a default instance of SQL Server from an existing
installation of SQL Server 2000 in a side-by-side configuration, or another SQL
Server 2005 installation, a named instance must be selected. SQL Server 2005
supports a maximum of 25 instances in a server cluster.

If you are installing a default instance of SQL Server, click Default instance and
click Next.
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i'-;‘ Microsoft SQL Server 2005 Setup El
Instance Name

You can inskall a defaulk inskance or you can specify a namead
instance.,

> |
Provide a name For the instance, For a defaulk installation, click Default instance and click.

Mext. To upgrade an existing defaulk instance, click Default instance. To upgrade an existing
named inskance select Mamed instance and specify the instance name,

" Mamed instance

Ta view a list af existing instances and components click on Installed instances.

Installed inskances |

< Back | ext = I Cancel I

Help |

Figure 18. Instance Name page

If you are installing a named instance of SQL Server, click Named instance, and
enter a name in the box.
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ii._% Microsoft SOL Server 2005 Setup

Instance Name

You can install a default instance or vou can specify a named
inskance,

x|

mall

Provide a name for the instance. For a default installation, click Default instance and click.
Mext, To upgrade an existing defaulk instance, click Defaulk inskance, To upgrade an existing
named inskance select Mamed instance and specify the instance name,

™ Defaulk instance

f* Mamed instance

fsqLzksINS1]

To view a list of existing instances and components click on Installed instances.

Installed inskances

Help | < Back | Mexk = I Cancel

Figure 19. Instance Name page

To see what clustered instances are already installed, click Installed Instances.
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i:_‘,l‘l Microsoft SOL Server 2005 Setup El

Installed instances

The lisk below contains all existing inskances and components
installed on this machine,

To view details for an installed instance, select an inskance From the lisk below, To
proceed, seleck the instance name to upgrade and click, Sk,

~Installed Instance Details

Type: Microsoft SOL Server 2000 (MSSOLSERYER)
Version: 8.00,761
Editian: Enterprise Edition

Language: English {United States)

Help | (04 I Cancel

Figure 20. Installed Instances page

11. On the Virtual Server Name page, enter the name of the SQL Server virtual server.
This will be the name used if it is a default instance, or if it is a named instance, the
first part before the backward slash. Click Next to continue.

Note: Despite the use of the term "virtual server" here, think of this as the
failover clustering instance.
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i'-.%‘ Microsoft SOL Server 2005 Setup El

virtual Server Name
The virtual server name must be unigue on the netwark,

Enter the name of the new wirtual server,

Yirtual server name;
|sqLzKksvs

Help | < Back | Mext = I Zancel

Figure 21. Virtual Server Name page

12.0n the Virtual Server Configuration page, first select the network in the Network
to use list that will be used by SQL Server to allow connectivity from users and
applications. This should be an externally (public) facing network in the Windows
server cluster. Next, enter the IP address that will be used by SQL Server. Click

Add.
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i'—.?‘ Microsoft SOL Server 2005 Setup El

Yirtual Server Configuration
Enter virtual server information,

ol
il;tder an IP address for the virtual server, To add IP addreses for additional networks, click
Yirtual server name; SOLZKEYS
Metwork ko use: IF‘uI:uIiu: Mebwark j
IP address: (172 (22 |.[10 |.|18¢6]

MNetwork, address: I 172.22.0.0
Metwork subnet: |255.255.0.0

Eemove |

Selected nebworks and IP addresses:

Help | < Back Mexk = Zancel

Figure 22. Virtual Server Configuration page

The information will now appear in the Selected networks and IP addresses
box. SQL Server may be assigned more than one IP address, so if necessary,
repeat this step for all IP addresses that SQL Server will use. Click Next when
finished.
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13.

i'él‘ Microsoft SOL Server 2005 Setup El

Virtual Server Configuration
Enter wirtual server information,

Enter an IP address For the wirtual server. To add IP addreses For additional netwarks, click,
add.

Mirtual server name: SOL2KEYS

Metwork bo use: Private Cluster Metwork

IF address: | | . | | . | | : | |
Metwork address: I 10.0.0.0
Metwork subnet: |255.0.0.0

fdd | Remove |

Selected networks and IP addresses:

172,22.10,186,255,255,0.0,Public Metwork

Help | < Back | Mexk > I Cancel

Figure 23. Virtual Server Configuration page

On the Cluster Group Selection page, select the cluster group from the Available
cluster groups list, which contains the disks that this clustered SQL Server
installation will use. If an existing failover clustering installation exists on the server
cluster already, the group that contains the existing instance will not be available for
selection. Do not select the default cluster group, which contains the quorum disk,
or the group that contains the Microsoft Distributed Transaction Coordinator.

Once the group is selected, in the Data files list, select the disk where the system
data files will be placed. Click Next to continue.
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14.

i'—;‘ Microsoft SOL Server 2005 Setup |

Cluster Group Selection

Select the clusker group where the virtual server resources will be
installed.

Available cluster groups:
gcluster Sroup

gGrDup Z
gGrDup 4
A7 Ms DTC
#3501 server 2005

IUnawailable cluster groups:
;ESQL Server 2000 - Already contains a SOL Yirtual Server

Diaka Files:

I \Microsoft S0L Serverh j

Help | < Back. | Mexk = I Zancel I

Figure 24. Cluster Group Selection page

On the Cluster Node Configuration page, all available nodes will be added to the
definition of the failover clustering instance by default. All nodes except the node
which you are installing from should be displayed in the Selected nodes list. If a
node of the cluster is unavailable, it will be displayed in the Unavailable nodes list
and will have to be added to the failover clustering instance when it is available. If a
node should not be part of the definition, select it in the Selected nodes list, and
click Remove. When finished, click Next.
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ii-..‘!:l Microsoft SOL Server 2005 Setup El

Cluster Node Configuration

Select the nodes to include in the virtual server,

fvailable nodes; Selected nodes;

fdd -z

<- Remove

Reguired node;
FLLINODEI

Unavailable nodes:

CLUMODES - The node is down or unavailable

Help | < Back | Mext = I Cancel

Figure 25. Cluster Node Configuration page

15. On the Remote Account Information page, enter the password of the administrator
whom you are logged in as. This administrator must have administrative privileges
on all nodes of the cluster. If the user you are currently logged in is not an
administrator of the cluster nodes, cancel Setup, log out, and log in as the proper
user. This user should not be the SQL Server administrative account. Click Next.
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i'-;‘ Microsoft SOL Server 2005 Setup El

Remote Account Information
Account For remoke sekup,

Enker a user name and password that is a walid adminiskrator account For all nodes in
the cluster system. This will be used during setup onlw,

Account:

[TESTDOMAIN| clusteradmin

Passwiord;

Help | = Back | hext = I Zancel |

Figure 26. Remote Account Information page

16. The Service Account page configures the service accounts that SQL Server will use
after it is installed. You can either use one domain-level account for all services
(SQL Server, SQL Server Agent, Analysis Services, and SQL Browser), or you can
have a different one for each service. If you wish to use the same account for all,
click Next to continue.
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i-.% Microsoft SOL Server 2005 Setup El

Service Account
Service accounts define which accounts ta log in,

[T Custamize For each service account

Service:
| 5
= Use the builb-in Systemn account IL::u:aI syster j

% |Use adamain user, account

L=ername: I
Password: I
Dornain: I

—Stark services at the end of setup
[T 501 Server [¥ SGL Browser
[T 560 Server Agent

[T | &nalysis Services

Help | < Back | Flext = I Cancel

Figure 27. Service Account page

If you want to customize for each service, select Customize for each service
account, select the service to modify in the Service list, and enter the

appropriate information in the Username, Password, and Domain text boxes.
Click Next when complete.
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i-.% Microsoft SOL Server 2005 Setup El

Service Account
Service accounts define which accounts ta log in,

[v Customize For each service account

Service:
ISQL Server j
" Use the built-in System accoumk INetwurk service j

% Use a domain wser accounk

sernarne: |SI:||a|:|min
Passwiord; I********
Darmnain: Itestdu:umain

—Start services at the end of setup
[T 50l Server ¥ 561 Browser

[T 56l Server gent

[T &nalysis Services

Help | < Back. | Mexk = I Zancel

Figure 28. Service Account page

17.0n the Domain Groups for Clustered Services page, select the domain groups that
will be used for the failover clustering instance. If you know the name of the groups,
enter them in the appropriate text box in the format DomainName\GroupName.
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i'é'a Microsoft SOL Server 2005 Setup EI

Domain Groups for Clustered Services

The startup account for each clustered service will be added to the Domaintame! Groupklame
ko set iks access cankral, Enter the name af existing DomainfamelGrauphlame For each
clustered service being installed. For additional information, click Help.

2ervice Name Comainfameliarouphlame

30 Server ESTDOMAINISOL Server Admins

SQL Server Agent [TESTDOMAINISQL Agent Admins _|
Full-Texk Search [TESTDOMAIMIFTS Admins _|
Analysis Services [TESTDOMATNLARalysis Services Admi _|

Help | < Back | hext = I Cancel

Figure 29. Domain Groups for Clustered Services page

If you do not know the name of the group, click the ellipsis button, and the Select
Group page will be displayed. Select the domain to search, enter the name or part
of the name, and click Check Names. Click OK.

Select thiz object twpe;
IGru:-up Object Types...

Erom thiz location:

Itestdnmain.allan.mm Locations. ..

Enter the object name to zelect [examplez]:

SOL Server Admins Check Mames

6

Advanced... | | ] 4 I Cancel |

Figure 30. Select Group page

Important: You must enter a domain group for each Service Name listed. The
installation process cannot proceed if any entry is left blank. You may use the
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same group for all services listed if it has the proper privileges, but it is not
recommended.

18. On the Authentication Mode page, click either Windows Authentication Mode or
Mixed Mode. Most installations will use Mixed Mode.

i'-.% Microsoft SOL Server 2005 Setup

Authentication Mode

The authentication mode specifies the security used when
connecking o S0L Server,

Select the authentication mode ko use Faor this installation.

% Wwindows Authentication Modei

i~ Mixed Mode {wWindows Authentication and SOL Server Authentication)

Specify the sa logon password below:

Enter password;

Confirm password;

Help | < Back | Mext = I Zancel

Figure 31. Authentication Mode page

If you select Mixed Mode, you will be prompted to enter a password for the sa
user. You cannot use a blank password for the sa user in SQL Server.
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19.

i'é'l Microsoft SL Server 2005 Setup 5'

Authentication Mode

The authentication mode specifies the security used when
connecking o S0L Server,

Select the authentication maode ta use For this inskallation.

" windows Authentication Made

% Mixed Mode (Windows Authentication and SOL Server Authentication:

specify the sa logon password below:

Enter password:

I********

Confirm passwiord;

I********

Help | < Back I | Mexk = I Cancel

Figure 32. Authentication Mode page

Note: If you select Windows Authentication, the sa user will still exist within SQL
Server even though it may not be used. You must set a password for sa once
the installation process is complete.

On the Collation Settings page, if you are installing both SQL Server and Analysis
Services at the same time, you use the same collation for both, or use a different
one for each. To use the same collation for both, just select the collation either from
Collation designator and sort order, or for backward compatibility with older
databases that may be upgraded, SQL collations. To customize for each service
account, select the Customize for each service account checkbox, and select
either SQL Server or SQL Server Analysis Services in the dropdown list. Click
Next to continue.
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il_‘,!‘l Microsoft SOL Server 2005 Setup

Collation Settings
Collation settings define the sorting behavior for wour server,

¥ Custaomize For each service accounk

Sgrvice: ISQL Server
) r
AL Server Analysis Services

" Collation designator and sart arder:

ILatinl_GeneraI j

r Bimarsy. r Bimary - code point
[T Zase - sensitive ™ kana - sensitive
I™ | fccerk - sensitive ™| width - sensitive

{*' 50L collations {used For compatibility with previous versions of SOL Server)

Dictionaty order, case-sensitive, for use with 1252 Characker Sek,

Dictionary order, case-insensitive, for use with 1 _haracter Sek,
Dir{innaru nrder. rase-insensitive. nnnercase nreference. For nise with 17!—'.?!."_h|;|
4 3

Binary order based on code poink comparison, for use with the 550 {Multilingual]:l
Strick compakibility with version 1. case-insensitive databases, For use with the

Help | = Back | Mext = I

Zancel I

Figure 33. Collation Settings page

20.0n the Error and Usage Report Settings page, select the desired options if you wish
to send error or usage data back to Microsoft. These are optional. Click Next.
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i'-:!:“ Microsoft SOL Server 2005 Setup El

Error and Usage Report Settings

Help Microsoft improve some of the SOL Server 2005 components
and services,

Buwitamnatically send Errar reparts For SOL Server 2005 bo Micrasaft ar wour carparate
Error reporking server. Error reports include information regarding the condition of SQL

[ Berver 2005 when an errar accurred, your hardware configuration and other data. Error
yeports may unintentionally inchude personal information, which will nok be used by i
Microsaft,

Butamnatically send Eeature Usage data far SOL Server 2005 ko Micrasoft, Usage data
[ includes anonymous infarmation about your hardware configuration and how you use aur
software and services,

For more information on the error reporting feature and the tyvpe of information sent, click
Help.

Help | < Back | Mexk = I Cancel

Figure 34. Error and Usage Report Settings page
21.0n the Ready to Install page, click Next to start the installation process.
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i'-..‘!:“ Microsoft SQL Server 2005 Setup il

Ready to Install
Setup is ready to begin installation.

Setup has enough information to skart copying the program files, To proceed, click Install, To
change any of wour installakion settings, click Back, Ta exit setup, click Cancel,

The following components will be installed:

. SOL Server Database Services

(Datsbase Services, Replication, Full-Text Search)

. Analysis Services

. Integration Services

. Client Components

{Connectivity Components, Management Tools, Business Intelligence
Developrment Studio, SOL Server Books Online)

Help | < Back | Install I Cancel

Figure 35. Ready to Install page

Below is the screen you will see as the installation options are configured to

install. During this time Setup will be accessing the other nodes to install any
prerequisites.
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P Microsoft SOL Server 2005 Setup

Setup Progress

The selected components are being configured

Skaktus

S0l Server sekup is prepating ko make the requested configuration changes. ..

<« Back Mk ==

Zancel

Figure 36. Setup Progress page

22.0nce the installation process starts, you can monitor its progress. New to SQL
Server 2005 Setup is the ability to see the progress of each node during clustered

installs. To see another node, select it from the Node list.

Microsoft Corporation ©2006



Failover Clustering for SQL Server 2005 and SQL Server 2005 Analysis Services

58

P Microsoft SOL Server 2005 Setup |

Setup Progress

The selected components are being configured

il
Mode: CLUMODEL j
RNt —
Product |CLUNCDEZ
MaEMLE

@SOL Setup Support Files
S0L Mative Client
SOL WSS Wriker
(riowcit
S0 Server Backward-Compatibility Files
S0 Server Database Services
Analysis Services

Sekup finished

Confiquring components. ..

—Skakus

Copying new files

Copying file; OWCDPLL L. CHM

Help | << Batk Mext =5

Zancel

Figure 37. Setup Progress page

23.When setup is complete, the Setup Progress page will show all products with a

status of Setup Finished. Click Next.
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¥ Microsoft SOL Server 2005 Setup x|

Setup Progress

The selected components are being configured

"
Mode:

Product | Skatus

(ML Setup finished

l';“gSQL Setup Support Files Setup finished

(49301 Native Client Setup finished

(2 50L Y35 Writer Setup finished

(FowClt Setup finished

@50L Server Backward-Compatibility Files  Setup finished

@SOL Server Dakabase Services Setup finished with a reboot requirement.

Help | << Back | Mext =3 I Zance|

Figure 38. Setup Progress page

24.Read the information presented on the Completing Microsoft SQL Server 2005 Setup
page, and click Finish.
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¥ Microsoft SQL Server 2005 Setup x|

Completing Microsoft SQL Server 2005 Setup
Setup has finished configuration of Microsoft SQL Server 2005

Refer to the setup error logs For information describing any Failureds) that occurred during
setup, Click Finish bo exit the installation wizard.

Summary Log

Tao minimize the server surface area of SOL Server 2005, some features and services are
disabled by default For new installations, To configure the surface area of SQL Server, use the

Surface Area Configuration fool,

Analysis Services -
«  |fAnalvsiz Services wasz upgraded from S0L Server 2000, all cubes,

dimensions, and mining models must be reprocesszed uzing SGL Server
kanagement Studio.

Reporting Services

*  The Reporing Services installation aptionz vou specified in Setup

determine whether further configuration iz required before vou can

access the report server. If wvou installed the default configuration, the

report zerver can be uzed immediately. f vou installed just the program LI

Filmm imas vraand v s D s A O

nnnnnnn [AFCRER PPN DR R B P R P

Einish |

Figure 39. Completing Microsoft SQL Server 2005 Setup page
25. Click OK to finish the failover clustering installation process.

Microsoft SOL Server 2005 Setup El

\ij) The requested operation is successful, Changes will not be effective until the syskem is
rebooked,

,,,,, i R oo

Figure 40.

After rebooting all nodes (not just the node where the installation was launched) if
prompted to do so, you can optionally install the SQL Server 2005 client tools on all
nodes of the cluster. The steps are similar to those presented here. See How to: Install
SQL Server 2005 (Setup) or How to: Install SQL Server 2005 from the Command
Prompt.
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Appendix B — Upgrading an Existing Failover
Clustering Instance to SQL Server 2005 Using
Setup

Follow the instructions below to upgrade to a clustered instance of SQL Server 2005
using SQL Server Setup.

26. Log into a node of the Windows server cluster as a domain user with administrative
privileges on all nodes of the cluster, such as the user Cluster Administrator.

27. Insert the SQL Server 2005 installation media into the node which you logged into,
or navigate to the proper network location at your business. If you have autorun
enabled on your CD or DVD drive, the following menu below should appear. If the
screen does not appear, navigate to the Servers directory of the media and run
setup.exe. Click Server components, tools, Books Online, and samples.

SCIL Server 2005 (Disc 1 of 2)

Prepare
Review hardware and software requirements
Eead the release notes

Install SCL Sener Upgrade Advisor

Install

server components, tools, Books Online, and
samples

Fun the SQL Mative Client Installation Wizard

Other Information
Browse this CO
Yisit the SCL Serer website

Microsoft

SQL Ser\fer 2005 Fead the 0L Server license agreement

Enterprise Edition

Exit

Figure 41. Microsoft SQL Server 2005 Setup Start page
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28. Read the End User License Agreement (EULA). Select |1 accept the licensing
terms and conditions and click Next.

P Microsoft SQL Server 2005 Setup il

End User Licenze Agreement

MICEOSOFT SOFTWARE LICENSE TERMS ﬂ

MICEOSOFT S0OL SERVER 2005 STANDARD AND ENTEEFEISE
EDITIONS

These license terms are an agresment betweesn
Hicrosofit Corporation {(or based on where wou
live, one of it= affiliate=s) and wou. FPlease
read them. They apply to the =oftware named
abowve, which includes the media on which wou
received it. if anvy. The term=s al=o apply to any
Hicro=oft

* updates=s,
* =upplemsnts,

*# Internset-baszed =service=., and

* =yupport sServices v|

[ I accept the licensing terms and conditions

Fririt | Mest > I Cancel |

Figure 42. End User License Agreement

29. Setup will now install any prerequisites on the node which started the install
process. During the process, a green checkmark will appear next to completed tasks
and a red arrow pointing right will indicate the current task being executed. When
all tasks are completed, click Next to continue.

TIP: To speed up the initial phase of the installation or upgrade process, we
recommend installing the proper version of the .NET Framework (which can be
downloaded from the Microsoft .NET Framework Developer Center) on each node
before starting the SQL Server installation so that SQL Server Setup will not
have to do it.
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P¥ Microsoft SOL Server 2005 Setup

Rl
Installing Prerequisites
Inztalls zoftware components required prior ba installing SEL
Server. >

SOL Server Component Update wil install the folowing components ﬂ
required for SOL Server Setup:

¥ MET Framework 2.0
¥ Microsoft SOL Mative Client
~ Microsoft SOL Server 2005 Setup Support Files

The required components were installed successfully,

Figure 43. Installing Prerequisites page
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Setup will now perform a configuration check of the node that started the
installation process.

Microsoft SQL Server 2005 Setup

System ConFiguration Check

Figure 44. System Configuration Check page

30. When the Welcome to the Microsoft SQL Server Installation Wizard page appears,
click Next.
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]i.:.EL Microsoft SOL Server 2005 Setup B 5'

| »  Welcome to the Microsoft SQL
| Server Installation Wizard

Setup will help pou install, modify or remove Microzoft
SOL Server. To continue, click MHext.

< Back |

i Cancel |

Figure 45. Welcome to the Microsoft SQL Server Installation Wizard page
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31. Setup will now do a more exhaustive check of the node which started the
installation process. Any warnings or errors will be detected, and they can be seen
by clicking Messages next to the appropriate item, or by viewing a report via the
Report dropdown. The report can be viewed on the screen, saved to a file, copied
to the Clipboard, or e-mailed.

Note: If you have any errors, fix them before proceeding with the installation as
they may either cause the installation to fail or compromise the stability of the
installation. Exit out of Setup and rerun when complete. Warnings are not fatal,
but they should be evaluated to see if they are valid and need to be fixed.

i
System Configuration Check
Wait while the spstem iz checked far patential installation
problems.
il
@ 44 Total 3 Error
Success &8 Success 10 " aming
Dietails:
_I Action | Status | Mezzage -
@ CLUMODE? -'wMI| Service Requirement | Success
@ CLUMODET - MSHML Bequirement Success
@ CLUMODE? - Operating System Minim... | Success
@ CLUMODE? - Operating Systern Servic... | Success
@ CLUMODET - S0L Server Edition Oper...  Success
gy CLUMODET - Minimum Hardware Beq...  ‘Warning Mezzages...
g CLUMODET - 115 Feature Reguirement W arning Meszages...
@ CLUMODET - Pending Feboot Requir.. | Success
@ CLUMODE? - Perfformance Monitor Co... | Success ;l
Filter L | Stop Beport = |
oo |

Figure 46. System Configuration Check page

32.When the check is complete, click Next. Setup will prepare the installation.
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_' Microsoft SOL Server 2005 Setup

Microsoft SOL Server Installation
Setup is preparing to continue with the installation,

Figure 47. Microsoft SQL Server Installation page

33. Enter your name and a valid Product Key (PKD) from your installation media. Click
Next.
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iii!:ll‘ Microsoft S{L Server 2005 Setup

Registration Information
The Following information will personalize your installakion,

Marne:

I‘fu:uur Name|

Campany:

sticker in the CO liner nokes or the CO sleeve.

The Name Figld must be Filled in prior to proceeding, The Company Field is optional,

Please enter wour 25 character Product Keyw, ou can find this number on the wellow

Help | | Mexk = I

= Barck

Cancel

Figure 48. Registration Information page

34. Select the components that you want to install during the Setup process. You do not
need to select all features, as they can be added later. To install a relational engine
failover clustering instance, select the SQL Server Database Services check box
and then select the Create a SQL Server failover cluster check box. If you do not
select the latter, it will be installed as a stand-alone instance. To install an Analysis
Services failover clustering instance, select the Analysis Services check box and
then select the Create an Analysis Services failover cluster check box. If you do
not select the latter, it will be installed as a stand-alone instance. Click Next when

done.
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i'._w!,'J Microsoft SOL Server 2005 Setup |

Components to Install
Select the components to install or upgrade.

[+ 30L Server Database Services

¥ Create a SOL Server Failover cluster

[+ analysis Services

¥ Create an Analysis Server Failover clusker
[T Reparking Services

[~ Motification Services

[V Integration Services!

[+ “Workskation components, Books Onling and development bools

For mare options, click Adwanced, Advanced |
Help | < Back. | Mexk = I Zancel |

Figure 49. Components to Install page

If you click Advanced, the Feature Selection page will be displayed. Here you can
further customize your SQL Server installation; however it is recommended that you
not change any of the options unless you are familiar with the workings of SQL
Server 2005. These screens are described here so you can see what is done on
them should you choose the Advanced option.
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i'-.EJ Microsoft SOL Server 2005 Setup |

Feature Selection
Select the program Features wou wank installed.

Click an icon in the Following list to change how a Feature is installed.

- —Feature description
Database Services 21 | Installs components For commurication
Analysis Services between clients and servers, including
Matification Services network, libraries for QDBC and OLE

Inkeqgration Services DE.
Client Component

T = Will be installed on local hard drive

=38 Entire feature will be installed on local hard drive 1 MB ot

Zonnecki ormponents

¥ Enkire feature will be unavailable

e T 3 rd = -
2l =D [ W VR U SN N —Jay
4 '— 3

—Installation path

Erawse. .. |

Disk Cost, .. |

Help | < Back | Mexk > I Zancel I

Figure 50. Feature Selection page

If you click Browse, the Change Folders page appears. On this screen you can

change the top-level installation folder where the SQL Server program files will be
installed on the nodes.
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i'.fa Microsoft SOL Server 2005 Setup

Change Folders
You can select a different Falder For installation,

Inskall in:

I (L3 Microsoft SQL Server j EI EI

(J&0
=l
[CamMssoL

Installation path:

r_:\Program FilesiMic

Help | ITI

Cancel

Figure 51. Change Folders page

If you click Disk Cost, Setup will display the disks available, how much space is left,

and how much space is needed by SQL Server for the installation to complete
successfully.
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il-;‘ Microsoft SOL Server 2005 Setup El

Disk Cost

The available disk space and the space required For installation are
shown below,

- |
Yolume | Disk. Size | A ailable I Required | Cifference |
= oy 181 MB 5710 MB 2012 MB 3697 MB
EIH: OKE OKE OKE 0 KB
=¢ 400 MB 395 MB OKE 395 MB
= OKE OKEB OKE 0 KB
=k 101 MB 45 MB OKE 45 MEB
=¥ 100 MB 97 MB OKE 97 MB
= OKB OKEB OKE 0 KB
(==} OKB OKEB OKE 0 KB

o |

Figure 52. Disk Cost page

35. If you are upgrading a default instance of SQL Server, click Default instance. If
you are upgrading a named instance of SQL Server, click Named Instance, and
then enter the existing instance's name in the text box. If you do not know what
clustered instances are already installed, click Installed Instances. The Installed
Instances page will appear. Click Next when finished. .
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i'-;‘ Microsoft SQL Server 2005 Setup

Instance Name
You can inskall a defaulk inskance or you can specify a namead

inskance. v
il
Provide a name For the instance, For a defaulk installation, click Default instance and click.
Mext. To upgrade an existing defaulk instance, click Default instance. To upgrade an existing
named inskance select Mamed instance and specify the instance name,
@ Default instance:
" Mamed instance
Ta view a list af existing instances and components click on Installed instances.
Installed inskances |
Help | < Back | ext = I Cancel I

Figure 53. Installed Instances page

36. 0On the Existing Components page, select the check box next to the instance that

you selected to upgrade on the previous screen.
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§& Microsoft SQL Server 2005 Setup

Existing components

Components have been found on the machine, Select upgrade
options below.

The following components that vou chose to install are already installed on the machine.
To view a report of available options and alternatives click on Details.

™ S0L Server Database Services 8.00.203%

Cetails...

Help < Back et = Cancel

Figure 54. Existing Components page
To see information about the upgrade, click Details. Otherwise, click Next to
continue.
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EE e

Installation options

The list below shows installed components and upgrade options.

Name: SOL2KYS
Allowed Action: Upgrade
Reason: Product can be upgraded fo & new version

Help

Close

—

Figure 55. Installation Options page

37.0n the Upgrade Logon Information page, click either Windows Authentication Mode
or Mixed Mode of the account which will be used during the upgrade. Most

installations will use Mixed Mode. Click Next.
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#& Microsoft SQL Server 2005 Setup

Upgrade Logon Information
Database account for upgrading,

X

]

The authentication mode specifies the security used when connecting to SCL Server during

database upgrading.

& Windows Authentication Mode

SO Server Authentication Mode

Enmter SCOL Server account:

lsernarme:; |

Passwaord: I

Help < Back

[Next =

Carcel

Figure 56. Upgrade Logon Information page

The upgrade will now be verified and you will see a series of dialogs similar to the
one below.

Figure 57. Analyzing Upgrade dialog box

Analyzing Upgrade

Checking For 30L Connectiviky:, ..

38. 0n the Remote Account Information page, enter the password of the administrator
whom you are logged in as. This administrator must have administrative privileges
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on all nodes of the cluster. If the user you are currently logged in is not an
administrator of the cluster nodes, cancel Setup, log out, and log in as the proper
user. This user should not be the SQL Server administrative account. Click Next.

i'-g‘ Microsoft SOL Server 2005 Setup

Remote Account Information
Account Far remoke sekup,

x|

the cluster swstem, This will be used during setup onl,

Accounk:
[TESTDOMAIN clusteradmin

Password:

Enketr a user name and password that is a walid adminiskrakar account For all nodes in

Help | < Back | Mexk = I

Zancel I

Figure 58. Remote Account Information page

39. The Service Account page configures the service accounts that SQL Server will use
after it is installed. You will need to provide the password for the current Windows-

based service account. Click Next when done.
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{i& Microsoft SQL Server 2005 Setup

Service Account
Service accounts define which accounts to log in.

{ I Custonmize for each service accolint

| Service:
| ISQL Seryver j
| € ze the builtin System accoumt MNetwork: service j

& | Jse 5 domaim User accolint

Username: sgladmin
' Password:
; Domain: TESTDOMAIN

~Start services at the end of setup
™ S0 Server

W SO Browser

Help < Back Mext = Cancel

Figure 59. Service Account page

40.0n the Domain Groups for Clustered Services page, select the domain groups that
will be used for the failover clustering instance. If you know the name of the groups,
enter them in the appropriate text box in the format DomainName\GroupName.
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Domain Groups for Clustered Services

¥& Microsoft SQL Server 2005 Setup

information, click Help.

The startup account for each clustered service will be added to the
DomaintameiGrouptlame to set its access confrol. BEnter the name of existing
DomaintameiGrouptame for each clustered service being installed. For additional

Seryvice MName DomairtameiGroupihame

SCL Server ||

S0 Server Agent I

Full-Text Search I

Help < Back

[Next =

Carcel

Figure 60. Domain Groups for Clustered Services page

If you do not know the name of the group, click the ellipsis button, and the Select
Group page will be displayed. Select the domain to search, enter the name or part

of the name, and click Check Names. Click OK.
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Select thiz object type:
IGru:uup Object Types...

Eronn thiz location:

Itestdnmain.allan.mm Locations. ..

Enter the object name to select [examplez];

SOL Server Admins Check Mames

PG

Advanced. . | | k. I Cancel |

2

Figure 61. Select Group page

Important: You must enter a domain group for each Service Name listed. The
installation process cannot proceed if any entry is left blank. You may use the
same group for all services listed if it has the proper privileges, but it is not
recommended.

41.0n the Ready to Install page, click Next to start the installation process.
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& Microsoft SQL Server 2005 Setup x|

Ready to Install
Sehup is ready to begin installation.

Sefp has enclgh information to start copying the program files. To proceed, click Install,
To change any of vour installation settings, click Back, To exit setup, click Cancel.

|i[he following components will be installed:

. S0L Server Database Services (Upgrade)
(Database Services, Replication, Full-Text Search)

Warning: Setup found that the following components that already exist are at a different
service pack level than the components being installed.

Components: Microsoft SOL Server 2005 Tools

After completing setup, you must download and apply the latest SOL Server 2005 service
pack to all the components.

Help < Back Install Carcel

Figure 62. Ready to Install page

Below is the screen you will see as the installation options are configured to
install. Depending on what options you selected in step 9, you may see
additional items listed in your summary. During this time Setup will be accessing

the other nodes to install any prerequisites.
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P Microsoft SOL Server 2005 Setup

Setup Progress

The selected components are being configured

Skaktus

S0l Server sekup is prepating ko make the requested configuration changes. ..

<« Back Mk ==

Zancel

Figure 63. Setup Progress page

42.0nce the installation process starts, you can monitor its progress. New to SQL
Server 2005 Setup is the ability to see the progress of each node during clustered

installs. To see another node, select it from the Node list.
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P Microsoft SOL Server 2005 Setup |

Setup Progress

The selected components are being configured

il
Mode: CLUMODEL j
RNt —
Product |CLUNCDEZ
MaEMLE

@SOL Setup Support Files
S0L Mative Client
SOL WSS Wriker
(riowcit
S0 Server Backward-Compatibility Files
S0 Server Database Services
Analysis Services

Sekup finished

Confiquring components. ..

—Skakus

Copying new files

Copying file; OWCDPLL L. CHM

Help | << Batk Mext =5

Zancel

Figure 64. Setup Progress page

43. When setup is complete, the Setup Progress page will show all products with a

status of Setup Finished. Click Next.
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¥ Microsoft SOL Server 2005 Setup x|

Setup Progress

The selected components are being configured

"
Mode:

Product | Skatus

(ML Setup finished

l';“gSQL Setup Support Files Setup finished

(49301 Native Client Setup finished

(2 50L Y35 Writer Setup finished

(FowClt Setup finished

@50L Server Backward-Compatibility Files  Setup finished

@SOL Server Dakabase Services Setup finished with a reboot requirement.

Help | << Back | Mext =3 I Zance|

Figure 65. Setup Progress page

44.Read the information presented on the Completing Microsoft SQL Server 2005 Setup
page, and click Finish.
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Appendix C — Installing and Configuring
Failover Clustering from a Command Prompt
or an INI File

This section shows examples of running the specific installation and other configuration
options related to failover clustering from the new command-prompt installation
interface. All permutations will not be shown here, but the examples should show you
how to create your own files if you need to do something different. You will need to
customize these examples for your environment.

Note: You may see slightly different behaviors between the command-prompt and
the GUI-based Setup installation. The former installs are more flexible in certain
instances.

For the .ini files, just cut and paste the text shown below to a file, and then run the file
from the command prompt. You must have access to the SQL Server 2005 installation
files, either on CD/DVD or a shared directory, as the install process uses the setup.exe
that comes with the installer. Here is an example:

d:\servers\setup.exe /settings c:\sql2005clustersetup-asonly.ini /qb

You can also execute the commands directly at the command prompt. Each option
listed in the .ini would be typed out minus the [Options]. For example:

start /wait d:\servers\setup.exe VS=SQL INSTALLVS=SQL Engine
INSTANCENAME=""INS2" ADMINPASSWORD=password ADDNODE=""CLUNODE1" GROUP="'SQL
Server 2005

When executing from the command prompt, you can use either the /qgn or /gb
switches. /gn suppresses any dialogs, so if there is a problem, the only way to detect it
would be to view the installation logs. By contrast, /gb displays some of the dialogs and
errors as if you were running the GUI-based Setup. 7qgb is useful especially when
running a script for the first time or debugging a script, but once the script is known to
work, you may want to consider switching to using /Zqn.

When you execute from the command prompt, make sure to log into the node that
currently owns the SQL Server resources, or log into a valid node of the failover cluster,
and move the SQL Server resources to the node you are on via Cluster Administrator.
You must log in as a user who has rights to administer the cluster nodes, otherwise
these commands will fail.

Note: The syntax below may differ slightly from the commands documented in How
to: Install SQL Server 2005 from the Command Prompt. For a good starting
resource, use the template.ini found on the SQL Server 2005 setup media, and
check for any updates to the BOL topic in an updated version of Books Online.

Important: All scripts must also have the PIDKEY option, which is the Product
Identification Key. This can be found on your install media.

Install Analysis Services
[Options]
INSTALLSQLDIR=""C:\Program Files\Microsoft SQL Server\"
INSTALLASDATADIR="M:\AS Data\"
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ADDLOCAL=""Analysis_Server,AnalysisDataFiles,Client_Components,Connectivity

INSTANCENAME=""AS1"
ASACCOUNT=""TESTDOMAIN\asadmin"*
ASPASSWORD=""password"

ASCOLLATION=SQL Latinl General CP1 CI_AS

ERRORREPORT ING=0

SQMREPORT ING=0

ADMINPASSWORD=password

VS=SQL2K5AS

INSTALLVS="Analysis_Server"

I1P="172.22.10.188,Public Network"

GROUP="Analysis Services"

ADDNODE=""CLUNODE1, CLUNODE2"
ASCLUSTERGROUP="TESTDOMAIN\Analysis Services Admins"

Install SQL Server

[Options]

INSTALLSQLDIR=""C:\Program Files\Microsoft SQL Server\"

INSTALLSQLDATADIR=""1:\SQL Data\"

ADDLOCAL="SQL_Engine,SQL_Data Files,SQL Replication,SQL_FullText,Client_Co

mponents,Connectivity"
INSTANCENAME=""INS1""
SQLBROWSERACCOUNT=""TESTDOMAIN\sgladmin®
SQLBROWSERPASSWORD=""password""
SQLACCOUNT=""TESTDOMAIN\sgladmin®
SQLPASSWORD=""password""
AGTACCOUNT="TESTDOMAIN\sqglagentadmin®
AGTPASSWORD=""password"

SECURITYMODE=SQL

SAPWD=password

SQLCOLLATION=SQL_Latinl_General _CP1_CI_AS
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ERRORREPORT ING=0

SQMREPORT ING=0

ADMINPASSWORD=password

VS=SQL2K511

INSTALLVS=""SQL_Engine"
IP="172.22.10.187,Public Network™

GROUP="SQL Server 2005"

ADDNODE=""CLUNODE1, CLUNODE2"
SQLCLUSTERGROUP="TESTDOMAIN\SQL Server Admins"
AGTCLUSTERGROUP="TESTDOMAIN\SQL Agent Admins"
FTSCLUSTERGROUP=""TESTDOMAIN\FTS Admins"

Uninstall Analysis Services
[Options]
VS=SQL2K5AS
INSTANCENAME=""AS1"
REMOVE=""Analysis_Server"
ADMINPASSWORD=""password"

Uninstall SQL Server

[Options]

VS=SQL2K511
INSTANCENAME=""INS1""
REMOVE=""SQL_Engine"
ADMINPASSWORD=""password"

Install Client Tools Only
[Options]
INSTALLSQLDIR=""C:\Program Files\Microsoft SQL Server\"

ADDLOCAL=""SQL_DTS,Client_Components,Connectivity,SQL Tools90,SQL_Warehouse
DevWorkbench,SQLXML,Tools_lLegacy,SQL_Documentation,SQL_BooksOnline™

ERRORREPORT ING=0
SQMREPORT ING=0

Rebuild Master

[Options]
VS=""SQL2K511"
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INSTANCENAME=""INS1""
REINSTALL=""SQL_Engine""
REBUILDDATABASE=1
ADMINPASSWORD=""password""
SQLACCOUNT="TESTDOMAIN\sqladmin®*
SQLPASSWORD=""password""
AGTACCOUNT=""TESTDOMAIN\sglagentadmin
AGTPASSWORD=""password"

; and add a valid collation

:SQLCOLLATION=SQL_Latinl_General _CP1_CI_AS

; Only use if changing the collation — uncomment SQLCOLLATION
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Appendix D — Installing a SQL Server 2005

Service Pack in a Cluster

1. After downloading the service pack installer to the node that owns the SQL Server
instance you are updating, double click the executable (for example,
SQLServer2005SP1-KB913090-x86-ENU.exe) to start the installation process. While
it is starting, you will see a dialog similar to the one below. When you see the

Welcome page, click Next.

Product Enumeration

Please wait For product enumeration to complete.

Figure 66. Product Enumeration dialog box

Microsoft SQL Server 2005 Service P2

Welcome

Welzome to the SAL Server 2005 Service Pack 1 Setup.

the description of a feature, click on the feature. To continue, click Mesxt.

Thiz zetup program provides updates for the following SOL Server 2005 features. To zee

SOL Server 2005 Features

& SOL Server Mative Client

5 SOL Server Mative Client [64-hit)
& Setup Suppart Files

& Databaze Services

& Analysis Services

i

=

5f

K.B Article: httoe A support, microsoft, corm 2 kbid=91 3090

Dretailz

Service Pack for Microzoft SOL Server M ative Clent.

[~
[

<< Bach |

Cancel |

Figure 67. Welcome page
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2. Select I accept the licensing terms and conditions after reading the End User

License Agreement and click Next.

Microsoft SQL Server 2005 Servi

End User Licenze Agreement

Pleaze accept the termz of the license agreement and then click Mest. Click Cancel to exit.

PLEASE MOTE: ;l

For zupplement obtained from server manufacturer or software installer. The server
manufacturer, or the software inztaller, that distibutes the software with the server licenszes
thiz zupplement to pou. ou may uze a copy of this supplement with each walidly licensed
copy of Microzoft SOL Server 2008 software [the “software']. v'ou may naot use the
supplerment if you da not have a licenze for the zaftware. The licenze terms for the zoftware
apply to pour use of this supplement. Contact the manufacturer ar installer for suppaort
optionz. Refer to the support number provided with the software.

For zupplement obtained from retailer. Microsoft Corporation [or bazed on where pau live,
one of itz affiliates] icenses thiz supplement to you. Y'ou may uze a copy of thiz supplement
with gach validly licenzed copy of Microzoft SOL Server 2005 software [the “saftware].
“r'ou may not uze the supplement if vou do not have a license for the software. The license
terms for the saftware apply ko paur uze of this supplement. Microzoft provides suppart
zervices for the supplement az dezcribed at

v, sUpport. microsoft. comdcommondinternational. aspe.

[~

¥ | accept the licensing terms and conditions.

<< Back | Mewut > I Cancel

Figure 68. End User License Agreement

3. The Feature Selection page will show the components that are available for
upgrading. You can deselect some of the features, but note that if you select certain
features, the page will indicate whether the update is required or if all of the
features related to that instance of the relational engine or Analysis Services must
be upgraded at the same time. Click Next when ready to proceed.
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Microsoft SQL Server 2005 Service Pa

Feature Selection

Thiz zetup program detected the fallowing SEL Server 2005 features. Select the program
features that you would like to update. To see the details of a feature, click on the feature.

=)

port Filez

- [F & Client Components
- & ML B.0 Parser

- [ & Backward Compatibility

- [ @ Microsoft SOL Server W55 'Witer

D etailz

Thiz iz a required update.

[~
[~

<< Back || MHest = I

Canicel |

Figure 69. Feature Selection page
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Microsoft SQL Server 2005 Service P

Feature Selection

Thiz setup program detected the fallowing SAL Server 2005 features. Select the program
features that you would like to update. To see the details of a feature, click on the feature.

Details
Al features for thiz instance must be updated together. - |

B

<< Back || MHest > I Cancel |

Figure 70. Feature Selection page

4. On the Authentication Mode page, select the method by which the service pack will
connect to SQL Server. If you select SQL Server Authentication, you must enter the
sa password. Click Next.
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Microsoft SQL Server 2005 Service Pa

Authentication Mode

Select the authentication mode that Setup should use to connect to SGIL Server.
[F wou zelect SOL Server Authentication, enter the 2a paszward.

' windows Authentication
" S0OL Server Authentication

Pazzwiord:

" Advanced [provide authentication for each instance]

Froduct | Instance | Authentication

& Databaze Services IM51 Windaws

Edit.. |

<< Back || Hest > I

Cancel |

Figure 71. Authentication Mode page

5. On the Remote User Account page, enter the name of the cluster administrator
account that has the privileges to write files to each node of the cluster in
Username, the account password in Password, and the account domain in

Domain.
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Microsoft SQL Server 2005 Service Pack

Remote User Account

Enter the remate uger account name and pazsword below;

zemame: Iclusteradmin
Pazzword: Ixxxxxxxx
Domain [TESTDOMAIN

<< Back | Hemt = I

Cancel

Figure 72. Remote User Account page
Click Next.

6. On the Ready to Install page, click Install.
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Microsoft SQL Server 2005 Service F

Ready to Install

Setup has enough information to apply the Service Pack.

Toreview or change any settings, chck Back. |f pou are satisfied with the zettings, clhick
|nztall to proceed with the Service Pack Setup.

<< Back |

Figure 73. Ready to Install page

Cancel |

During the installation process, the status of each component will appear on the
Installation Progress page. A checkmark will appear when that feature is completely
installed. In the Status column, the message "Reboot Required" will appear if that
feature will cause all nodes to be rebooted after the installation is complete.
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Microsoft SQL Server 2005 Service Pz

Installation Progress

Pleaze wait while the Service Pack inzstallation iz in progress.

Product | Inztance | Status -
SOL Server Mative Client Reboot Hequired—
Setup Support Files Success

D Databaze Services M5 It Progress

D Analyziz Services 451

D Client Compaonents

[] ML 6.0 Parser
-
B aeleized T aram atikilibg
I4_|I | B

Awaiting first complete pazsive cluster node SHL2EEN

Progreszsz...

<< Bach et = Eanzel

Figure 74. Installation Progress page

The installer also detects whether the installation of a program before the service
pack left pending file operations that may have required a reboot.

Pending Reboot Files Found

X

\j_:) A previous program installation caused unrelated pending file operations.
The patch installation will succeed even if vour computer is not rebooted.

Do voll want to proceed?

Figure 75. Pending Reboot Files Found dialog box

The installer will detect files that need to be upgraded but may be locked (for
example, if SQL Server Configuration Manager was left open on the server).

Microsoft Corporation ©2006



Failover Clustering for SQL Server 2005 and SQL Server 2005 Analysis Services 97

Locked Files Found X|

‘:) The following files are currently locked.

\_.t

In order to prevent a necessary reboot at the end of the patch install process,
close down all other applications before proceeding.

Write locked file; C:\Program Filesiicrosoft SCL

Server\30h Tools\BinmyResources\ 1033VSalManager il (mmc.exe)
Write locked file: C:\Program Files\icrosoft SCL

Serveri304 ToolstbinmySglManager .dil (mme.exe)

Write locked file: C:\Program Files\Microsoft SCL
Server\90hsharedisvrenumapi dil twmiprvse.exe)

Cancel Ty Again Continue

Figure 76. Locked Files Found dialog box

7. When the install process is complete, a message box will be displayed if a reboot is
required. If so, click OK.

Computer Reboot Required x|

\ij) Jne or more affected files hawe operations pending.

You should restart yvour computer to complete this process.

Figure 77. Computer Reboot Required dialog box
8. Click Next.
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Microsoft SQL Server 2005 Service Pa

Installation Progress

Fleaze wait while the Service Pack inztallation iz in progress.

Froduct | Instance | Status -
SOL Server Mative Clignt Rebaonot Flequired—
Setup Support Files Success
Databaze Services IM51 Success
Analyziz Services A51 Succesz
Client Components Success aa
b SebAL B.0 Parzer Success
W |0 e losiard M arne abkilibg Cirrans hd
<] ol

Service Pack Completed

Progress...

<% Back | Memt > | [Cancel |

Figure 78. Installation Progress page
9. On the Installation Complete page, click Finish.
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Microsoft SQL Server 2005 Service Pa

Installation Complete

SCL Server 2005 Service Pack 1 Setup has completed.

For more details on thiz installation, select an instance and then click
Yiews Log File. To exit Setup, click Finish.

Froduct | Instance | Statusz -~
& SOL Server Mative Client Reboaot Required
& Setup Support Files Success
& [atabaze Services IM51 Success
& Analysiz Services A51 Success
& Client Components Success -
«| | B
View Lag File |
Details

Figure 79. Installation Complete page

10. If required, reboot all nodes that are part of the definition for the instance that has
been upgraded.

11. Once the nodes are rebooted, if the SQL Server management tools are installed on
the other nodes, re-run the service pack executable on those nodes to upgrade the
tools.
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Appendix E — SQL Server 2005 Directory and

Registry Structures

The on-disk structure of SQL Server 2005 differs from that of SQL Server 2000. SQL
Server 2000 is installed into a directory bearing the name of the instance being
installed and its settings are contained in a registry key bearing its name. To ensure
that things are not disturbed in a side-by-side scenario with SQL Server 2000 and SQL
Server 2005, not all binaries can be installed into the same directory as the version that
is being upgraded.

Because SQL Server forces the new installation into a different structure than the one
used with SQL Server 2000, SQL Server 2005 provides better support for upgrades.
SQL Server Setup uses an instance GUID instead of an instance name in the directory
and registry paths. The instance GUID is a number that is the next in serial order to the
highest installed instance GUID on the machine. The instance GUID is generated by
SQL Server Setup during installation. If gaps occur in the GUID sequence due to
uninstalls, IDs will not be generated to fill them; the GUID generated by Setup will
always be the next higher in the sequence.

This approach may appear a bit confusing since each subdirectory is enumerated
instead of named, but the advantage is that in the "shared" section of the SQL Server
2005 registry entries, Setup maps the actual directory names and registry paths to the
instance names, so SQL Server knows what to access. This is why SQL Server 2005
now has the ability to rename clustered instances .

Instance-Specific Directory Structure

The SQL Server 2005 directory structure is as follows:

e  %drive%\Program files\Microsoft SQL Server\90\instancenameMSSQL.<lInstance
GUID>.

e \Binn — SQL Server binaries directory, basic contents remain the same as with
existing SQL Server 2000 installations.

e \Data — directory, contents remain the same as with existing SQL Server 2000
installations.

For more information, see File Locations for Named and Default Instances of SQOL
Server 2005.

Tools Directory Structure
e "%drive%\Program Files\Microsoft SQL Server\90\shared

Registry Structure

Registry format for instance-specific information and the common shared
information:

o HKLM\SYSTEM\Software\Microsoft\SQL Server\90\instancename GUID
and HKLM\SYSTEM\Software\Microsoft\SQL Server\90\shared.
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Appendix F — Failover Clustering
Dependencies

The table below lists the names of the SQL Server resources, what they were in 2000
for comparison, and what dependencies they require.

SQL IP AddressX (VSName) SQL IP Address X None
(VSName)

SQL Network SQL Network Name SQL IP Address

Name(VSName) (VSName)

SQL Server or SQL Server or Disk Resource(s), SQL

SQL Server(InstanceName) SQL Server Network Name
(InstanceName)

SQL Server Agent or SQL Server Agent or SQL Server

SQL Server SQL Server Agent

Agent(InstanceName) (InstanceName)

SQL Server Fulltext or SQL Server Fulltext or Disk Resource(s)

SQL Server SQL Server Fulltext

Fulltext(InstanceName) (InstanceName)

N/A Analysis Services or Disk Resource(s), SQL
Analysis Services Network Name

(InstanceName)

X is a number, VSName is the name of the server cluster virtual server you assigned in
Setup, and InstanceName is the name of the named instance assigned during setup.

Verbose logging on the SQL Server resource DLLs can be set using the command-
prompt functionality of Cluster Administrator.

Note: The SQL Server Full-Text resource type in SQL Server 2005 has changed
from SQL Server 2000. It is now a Generic Resource. Each instance installed onto a
cluster gets its own Full-Text resource instead of sharing the underlying Full-Text
service as SQL Server 2000 failover clustering did. The Full-Text resource is also
now known as the msftesqgl service.

Note: The SQL Server 2005 DLL defaults to a 180-second time-out. This was first
implemented in SQL Server 2000 Service Pack 4; before that, the time-out
defaulted to 60 seconds.
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Appendix G — Cluster Terminology Overview

The following is a list of hardware components used in Windows Clustering, which is a
feature of Microsoft Windows 2000 Advanced Server, Windows 2000 Datacenter Server,
Windows 2003 Enterprise Edition, Windows 2003 Datacenter Edition:

Cluster Nodes

A node is a physical server configured as part of a Windows server cluster.

Heartbeat

The heartbeat is a private network set up between the nodes of the cluster that is

checked to see whether a server is up and running. This occurs at regular intervals
known as time slices. If the heartbeat is not functioning, a failover is initiated, and
another node in the cluster will take over the services.

External Networking

In addition to the heartbeat private network, at least one public network must be
enabled so external connections can be made to the cluster.

Shared Cluster Disk Array

The shared disk array is a collection of physical disks (SCSI RAID or FibreChannel) that
is accessed by the cluster. Windows Clustering supports shared-nothing disk arrays. A
shared-nothing disk array is a configuration in which only one node can own a given
resource at any given moment. All other nodes are denied access until they own the
resource. This protects the data from being overwritten when two computers have
concurrent access to the same drive.

Quorum Drive

The quorum drive is a logical drive designated on the shared disk array for Windows
Clustering. This continuously updated drive contains information about the state of the
cluster. If the quorum drive becomes corrupted or damaged, the cluster installation also
becomes corrupted or damaged. The quorum drive is used in a "shared quorum”
configuration; for a "local quorum” (or Majority Node Set) configuration, a local disk is
used on each node.

Operating System Components

The following is a list of components, also known as cluster resources, that are exposed
at the operating system level.

Cluster Name

The name that Windows Server 2003 external connections use to refer to the cluster
itself, not the SQL Server virtual server. Individual cluster nodes are never referenced.
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Cluster IP Address

The IP address that all external connections use to reach the failover cluster itself, not
the SQL Server virtual server.

Cluster Administrator Account

This account is used to administer and own the failover cluster. A Cluster Administrator
account must be created at the domain level and must be an administrator on all nodes
in the cluster.

Cluster Resource Types

Cluster resources include any services, software, or hardware that can be configured
within a cluster. These include: DHCP, file share, generic application, generic service,
internet protocol, network name, physical disk, print spooler, and WINS.

Cluster Group

A cluster group is a collection of logically grouped cluster resources, and may contain
cluster-aware application services like SQL Server 2005. Conceptually, a cluster group
is a folder on your hard drive that contains related information.

Failover Clustered Instance

Since the release of Microsoft Virtual Server 2005, the term "Virtual Server" is no
longer used in the context of failover clustering. The term "failover clustered instance
(FCI) is now used to eliminate this confusion.

Understanding the concept of a failover clustered instance, previously referred to as a
virtual server, is key to understanding failover clustering. To a client or application, a
virtual server is the server name or IP address used for access. The connection from
the client to the virtual server does not need to know which node within a cluster is
currently hosting the virtual server. A clustered instance of SQL Server is known as a
SQL Server virtual server.
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Additional Resources

For more information about SQL Server 2000 failover clustering, see the SQL Server
2000 Failover Clustering white paper.

For more information about SQL Server 2005 failover clustering, see the following
resources:

e Microsoft SQL Server Web site
e SQL Server 2005 Books Online
e Windows Server 2003 Technology Center Home

Did this paper help you? Please give us your feedback. On a scale of 1 (poor) to 5
(excellent), how would you rate this paper?
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