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HowTo – Migrate a LeftHand Networks Cluster or Management Group to a New Subnet or Network Infrastructure
Overview 
This document covers changing the IP addresses of the Storage Module’s in a Cluster or Management Group from one set of IP addresses to a different set of IP addresses, including moving to a new subnet.
IMPORTANT:  When making configuration changes of this magnitude, it is always best practice to backup all data first, then complete the entire procedure during a maintenance window when all applications can be quiesced.  At minimum, applications must be quiesced when modifying the SAN discovery address (cluster Virtual IP address).  This procedure should be used when minimizing downtime is the priority.

NOTE:  The instructions and graphics in this document pertain to version 6.6 of the Centralized Management Console.  Each process is very similar in other versions of the Console.  Please see your LeftHand SAN Users Manual to clarify any discrepancies between Console versions.

Network Verification
Before beginning, verify that your proposed network change is valid 
1. Verify there are no other devices on the IP addresses you intend to move the Storage Modules to. 
a. Ping each new proposed IP and Virtual IP address to make sure they are not already being used.
2. Verify that the current Storage Module network and the new network can route to each other.  If you are changing subnets or moving to a different switch, this is especially important.  During the IP change process you will temporarily be running with some of your Storage Modules on each network, and they need to properly communicate with each other during this process.
a. To confirm communication between the two subnets or switches, from a device on the new subnet, run tracert to each Storage Module in the original subnet.  Confirm that there is a viable route, and that the latency and bandwidth between the two subnets is acceptable.
tracert <ipaddress>  

b. If needed, add a static route on the Storage Modules to establish temporary communication between old and new networks.  Refer to your LeftHand SAN Users Manual for information on adding a static route.
NOTE:  If the new IP addresses will be on the same subnet as the old IP addresses, this is not an issue.

3. In each cluster, make note of which Storage Module is hosting the Virtual IP address.  Those Storage Module needs to be modified last.
a. In the Console, highlight each cluster and select the Details tab.  Note the Virtual IP address itself, and Storage Module hosting the Virtual IP for that cluster.  See below.
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Procedure
1. First; if you have any non-manager, non-Virtual IP Storage Modules, these are the ones to move first.  
NOTE:  To determine which Storage Modules are running manager, highlight the management group and go to the Details tab.  The manager status of each Storage Module will be noted in the Storage Modules area.
To change the IP address of the first Storage Module:

a. In the Console, right-click the first Storage Module and select “Edit Configuration”.

b. Go to the TCP/IP Network category and select the TCP/IP tab.

c. If the NICs are not bonded, highlight the active NIC and select the Edit button.  Set the IP, Subnet Mask and Gateway to the new settings.

d. If the NICs are bonded, you must first highlight the bond, select Delete Bond, configure the first NIC per step C above, then recreate the bond.

NOTE:  Best practice is to bond the NICs.  There are other Storage Module Network settings that should also be carefully considered at this point.  These include IP Mode (Static vs DHCP), Speed and Duplex settings, Frame Size, etc.  These settings should be consistent across all Storage Modules, and on the rest of the network infrastructure as applicable.  Please see your LeftHand SAN Users Manual for more information on bonding and other NIC settings.
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e. Make any cabling changes required to connect the first Storage Module to the new network.

f. After making the network changes, the Storage Module will not be visible in the console for a few minutes.  On the Find menu at the top of the console screen, select “by Storage Module IP or Host Name”.  Click the Add button to add the new IP address, then select Find.  

g. As long as you are able to communicate with the new network from the system hosting the console, the Storage Module should become visible again.  Wait for it to stop flashing, and for its status to show normal.
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2. Repeat steps 1a through 1g in Procedure above, for each Storage Module which is neither a manager nor a Virtual IP holder.
3. Now repeat steps 1a through 1g in Procedure above on the first Storage Module which is running manager, but is not the Virtual IP holder.

a. Once the IP on the first manager has been changed and the Storage Module is visible and normal, you must update the Communications tab on ALL Storage Modules.  The list will contain IP addresses of each manager, and it is important for all Storage Modules to have the same list.  This step is critical to establish manager communication between the two networks. 
b. To do this, right-click each Storage Module and select Edit Configuration.  Select the TCP/IP Network category, then the Communication tab.  Click on the Update button.  The resulting list should include the IP address of each manager.  If this list is not correct do not continue.  Verify all network integrity, including the ability to ping each Storage Module.  If updating the Communications still does not show the correct list of manager IP addresses, contact LeftHand Networks Technical Support.

Remember to update the Communications tab on ALL Storage Modules.
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4. Repeat steps 3a and 3b in Procedure above each time you move a Storage Module that is running manager from one network to the other. This process will guarantee that the managers can continue communicating with each other, and there is no risk of quorum loss during the procedure.
5. The final steps are to change the IP on the Storage Module hosting the Virtual IP address, and to reconfigure the Virtual IP address itself. 

NOTE:  Remember that each involved Storage Module cluster has its own Virtual IP that must be reconfigured.

a. IMPORTANT: As this step will cause an iSCSI disconnect, it is important to gracefully quiesc any applications that are relying on the affected iSCSI volumes before continuing.

b. On each host server mounting affected iSCSI volumes, with applications now quiesced, disconnect the volumes within the iSCSI initiator. 

c. In the console, remove the Virtual IP address from each affected cluster.  To do this, right-click the cluster and select Edit Cluster.  Select the iSCSI tab and de-select “Use a virtual IP address for this cluster”.  Select OK. 
i. This is important when you are changing subnets.  A Virtual IP which doesn't match the Storage Module subnet can cause serious problems in some versions of SAN/iQ. 
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d. Repeat steps 1a through 1g in Procedure above on the Storage Module that was hosting the Virtual IP address. 
i. If this Storage Module is running manager, remember to update the Communications tabs on ALL Storage Modules afterwards, as detailed in steps 3a and 3b above.  The list will contain IP addresses of each manager, and it is important for all Storage Modules to have the same list.  
e. Add a Virtual IP address to the cluster that matches the new network. To do this, right-click each cluster and select Edit Cluster.  On the iSCSI tab, select “Use a virtual IP address for this cluster”.  Fill in the P address, subnet mask and gateway fields.  Be sure the IP you are choosing as the Virtual IP address is not already being used by pinging that address first.  Select OK.
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f. Modify the iSCSI initiator on each host server mounting affected iSCSI volumes, to use the new Virtual IP address as its discovery address. Below is an example of where to do this in the Microsoft iSCSI initiator.
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g. In each related iSCSI initiator, click Refresh on the Targets tab, then connect the affected volumes.  Confirm connectivity and data access.
h. Bring up the affected host applications and confirm proper operation.

i. If any static routes were added in Network Verification, Step 2B above, remove those routes now if they are no longer needed.
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